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1. INTRODUCTION

In this final report we present our work performed during
the period June 8, 1979 to July 31, 1980 in the area of speech
compression and synthesis. The reader 1is referred to the
previous annual report [1l) for work performed between April 6,

1978 and June 7, 1979 under this contract.

In Section 1.1 we give a very brief 1list of the major
accomplishments in the past year. The reader is referred to the
body of the report for details on these as well as other
accomplishments. An outline of this report is given in Section
1.2, In Section 1.3, we give a list of the presentations and
publications for past year. The publications are included in the

Appendix.

1.1 Major Accomplishments

a) Completed the labelling of the diphone data base for
phonetic synthesis. The total number of diphones is
now 2733.

Generalized the phonetic synthesis program to allow the
use of phonological rules combined with diphone
templates.

Improved the algorithms used by the phonetic synthesis
program for gain normalization and time warping.

b) Wrote program to interface the MITALK text-to-speech
program to our diphone synthesis program.
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c) Developed the Harmonic Deviations Vocoder for LPC
analysis/synthesis. This new method models the speech
spectrum more accurately by compensating for the
spectral errors in the LPC spectrum at the pitch
harmonics.

d) Designed and implemented a phonetic recognition program
that compares input speech to a network of diphone
templates. This program produces a sequence of
phonemes, durations and pitch values suitable for input
to the phonetic synthesis program. An initial network
has been constructed from the diphone template data
base. The program also allows the user to augment the
diphone network interactively.

e) Implemented extended addressing in the BCPL compiler
and our user programs under the KL-10 TOPS20-Release 4
monitor. This allows data structures of up to 8
million words to be addressable by a single user
process. This improvement enables the entire diphone

‘ network to be "in core" at all times.
f) Implemented and tested an embedded-code multirate '
adaptive transform coding system capable of operating

at an arbitrary data rate in the range 2.5 to 9.6 kb/s.

1.2 Outline

In Section 2 we describe this vear”s work on the phonetic
synthesis part of the very-low-rate (VLR) phonetic vocoder. Our
initial design and implementation of the phonetic recognition
part of the phonetic vocoder is discussed in Section 3. Section
4 contains a description of our embedded~code multirate adaptive

transform coding system.
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1.3 Presentations and Publications

During the past year, we gave a number of oral presentations
at the regular ARPA Network Speech Compression (NSC) Meetings.
In addition, we made five presentations at conferences and had
one paper published. These were:

a) M. Berouti and J. Makhoul, "An Adaptive-Transform
Baseband Coder," Proceedings of the 97th Meeting of the
Acoustical Society of America, paper MM10, pp. 377-380,
June, 1979.

b} J. Makhoul, "A Fast Cosine Transform in One and Two
Dimensions,"” IEEE Trans. on Acoustics, Speech and
Signal Processing, Vol. ASSP-28, pp. 27-34, Feb. 1980.

c) M. Berouti and J. Makhoul, "An Embedded-Code Multirate
Speech Transform Coder," IEEE Int. Conf. on Acoustics,
Speech and Signal Processing, Denver, CO, pp. 356-359,
April 1980.

d) R. Schwartz, J. Klovstad, J. Makhoul and J. Sorensen,
"A Preliminary Design of a Phonetic Vocoder Based on a
Diphone Model," IEEE Int. Conf. on Acoustics, Speech
and Signal Processing, Denver, CO, pp. 32-35, April
1980,

e) J. Makhoul, R. Schwartz, J. Klovstad and J. Sorensen,
"Phonetic Recognition and Synthesis in a Total
Communication System," Presented at the Dallas
Symposium on Voice-Interactive Systems, May 1980.

Copies of papers a) - d) are given in the Appendix.

Y
|
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2. PHONETIC SYNTHESIS

2.1 Introduction

The phonetic synthesizer is one of the two essential
components in our proposed very~low-rate (VLR) speech
transmission system {2]. Operating at a data rate of about 100
bits per second, the VLR vocoder models speech in terms of

phoneme sized units. A block diagram of this system is shown in

Figure 1.

This figure shows that input speech undergoes analysis which
results in a set of phonemes, phoneme durations and pitches. A
phoneme and its associated value of duration and pitch is called
a "triplet”. Speech rates are typically about 12 phonemes per
second, and since each triplet can be encoded into 8 bits, the
data rate in the transmission channel 1is about 100 bits per
second, Once the triplets are decoded at the receiving end, a
phonetic synthesizer reconstructs the original speech. The
phonetic synthesizer must have a stored speech data base to
perform this resynthesis. Furthermore, the analysis program must
also have access to a data base of phonetically labeled speech.
We have designed our phonetic vocoder such that both the analysis

and synthesis programs can use essentially the same phonetic data
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FIG. 1. Block Diagram of the VLR Vocoder
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base. Once a suitable data base has been created, the phonetic
synthesis program can produce speech. The phonetic synthesis

program:

a) translates the input phoneme sequence into a diphone
sequence;

b) selects the most appropriate diphone template
(depending on the local phonetic context);

¢) time~warps each of the diphone templates to produce a
gain track and 14 LAR parameter tracks of the specified
durations;

d) smooths between adjacent warped diphone templates to
minimize gain and spectral discontinuities;

e) reconstructs continuous pitch tracks by linear
interpolation of the single pitch values given;

f) determines the cutoff frequency and voicing using
knowledge of the phoneme being synthesized;

g) converts resulting LAR parameter tracks to LPC
parameter tracks:

h) uses the resulting sequence of LPC, pitch, gain, and
cutoff frequency (specified every 10 ms) as input to
control an LPC speech synthesizer.

2.2 Diphone Data Base

In this section we briefly review what we mean by a

"diphone", and then describe the efforts in labeling the data

base and in developing a specification for diphone context.

2.2.1 The Diphone Concept

The phonetic synthesizer is designed around the concept of a
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"diphone". A diphone is defined as the region from the middle of

one phoneme to the middle of an adjacent phoneme. As noted
above, the synthesizer must be provided with a data base
containing any diphone which would be needed to synthesize a
given utterance. For example, synthesizing the word "fan"
requires a total of four diphones: (- F1, [F AE], ([AE N] and
[N -] ("-" represents "silence"). The synthesizer would locate
templates for these diphones in 1its data base, perform the
appropriate concatenation and time warping of stored spectral and
durational parameters, and then synthesize output speech. The
‘ consequence of this method is that a fairly large number of
diphone templates must be available to the synthesizer as a data
base. In our vocoder system, these templates are extracted from

nonsense utterances recorded by a single speaker in a guiet room.

2.2.2 Labeling

By labeling, we are referring to the task of marking
phonetic boundary 1locations in the nonsense utterances. For
example; consider the nonsense phrase "mee mee meem". This
phrase contains several instances of the diphones [M IY] and
(1Y M], and one instance of the diphones [~ M] and [M -}. Using
our interactive software and display programs, a phonetician

places labels at any or all of the phoneme boundary locations in
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this utterance. The speech information for diphones is then
appropriately extracted from other files and placed together with

all other diphones to form the data base.

A large effort was invested this year in hand-labeling this
diphone data base. The initial labeling was completed about half
way through the year, and since that time we have added some new
diphones as well as eliminated a few unnecessary ones. At

present, the data base contains 2733 diphones.

We recently completed the addition of about 50 diphones
containing flapped "t" (as in "butter") in various vowel
contexts. There are likely to be a few more minor additions to
the data base as we encounter diphones in particular phonetic
contexts. Appendix A gives a classification of the data base and

Appendix B contains an exhaustive list of the 2733 diphones.

2,2.3 Specification of Context

The data base and the phonetic vocoder system are designed
so that it is possible to specify explicitly the immediate
phonetic context of the diphones. Consider the two phrases "gray
train®™ and "great rain". There is considerable variation in the
/t/ in these two cases; in particular, the aspi%ation following

the /t/ release is longer when it is found in the /tr/ consonant
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cluster and its burst frequencies are much lower. As a result,
we must have two [T R] diphones in the data base; one where the
/tr/ is part of a consonant cluster and another where the /t/ and
/r/ are separated by a svllable boundarv. In the case of the
intervening boundary, the diphone is desianated as [T4R}, andé in

the consonant cluster as (T R].

The phonetic vocoder also makes use of implicit context. By
judicious choice of the inventory of phonemes, we can in some
cases eliminate the need to specify explicit context. For
example, most phonetic transcriptions of the word "here" contain
the phonemes /h/, /i/, and either /r/ or an r-colored schwa
vowel. In our vocoder, the transcription is [H] followed by the
vowel [IR]. The fact that the /i/ occurs in the context of a
following /r/ is therefore taken into account simply by calling
/i/ followed by /r/ a separate phoneme, rather than by labeling
the /i/ as having occurred in the context of a following /r/.
The phonetic inventory also contains four other r-colored vowels
(e.g.., as in there, far, poor, and four, written

(EYR, AR, UR, OR]. "or", respectively).

2.2.4 Rule-Based Synthesis

There are occasions when it is advantageous to synthesize

particular phonemes by rule rather than by storing and recalling
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parameters of real speech in the data base. One such case is the
glottal stop phoneme, as in between the two words "three eagles”.
The major acoustic manifestation of the glottal stop is a sudden
drop followed by a gradual rise in both pitch and energy. We
have implemented such a rule in the synthesizer, which eliminates
the need to have diphones containing glottal stops in the data

base.

Another rule which was recently implemented was to lower the
enerqgy during the phoneme "silence" to a low level. We found low
level noise existing in our "synthetic silence", and since it was
supposed to be silent, the obvious solution was to force it to be
so. Both of these rules have been tested and are well received

by listeners.

2.3 Diphone Testing

In order to test both the synthesizer and its data base of
diphones, we have <carried out a process of testing and
evaluation. Two basic methods are used. The first 1is to
generate nonsense utterances from a set of rules contained in the
synthesis program. The second 1is to synthesize a complete
sentence by inputing a phonetic transcription of an actual

sentence, and then comparing the synthetic output to the original

10
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utterance. These methods of testing are described below.

2.3.1 Automatic Sequence Generation

As described in QPR #5 [3], one of the automatic segquence
generators in the synthesizer produces nonsense utterances of the
form:

CcvC - VCV - CvCvev,
where C and V are a given vowel and consonant. Once a vowel is

specified, the program synthesizes the utterance with all

possible consonants in place of C. These utterances are
subsequently playved back for evaluation by listeners. In this
manner, we can test any vowel-consonant or consonant-vowel

diphone contained in the data base.

Testing consonant-consonant diphones 1s accomplished by
generating sequences of the form:
CiVC, CVCs,.
For a given consonant Cy, and vowel V, all possible consonants C,
are used to generate a group of utterances. The synthesizer also
allows a phoneme seguence to be typed 1in directly from a

keyboard, if a specific phoneme string is desired.

These sequence generators and the option for kevboard input

allow us to test the diphones in an exhaustive fashion. We have

11
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completed the testing of the consonant-consonant dJdiphones, and
have begun testing the consonant-~vowel diphones. This testing
has allowed us to isolate several program bugs in the diphone

concatenation and interpolation routines (See below).

2.3.2 Complete Sentences

The synthesis of complete sentences involves sending the
phonetic transcription of a particular sentence (in the form of
triplets, each comprising a phoneme, a duration and a pitch
value) to the synthesizer, and listening to the resultant speech.
About thirty sentences have been synthesized with this method of

input.

2.3.3 Debugging

Since exhaustive testing of the diphones began about the
middle of the contract vear, we have been able to uncover and
correct a number of program bugs in the synthesizer. After much
searching, we recently found the cause of sudden pops at
unvoiced-voiced boundaries, especially in the case of strident
fricatives such as "s" or "sh", where there is a large amount of
energy in the unvoiced region. Briefly, one of the programs that
extracts the waveform parameters that are compiled into the data
base was performing incorrectly at the boundary between unvoiced

and voiced segments. 1In QPR #7 [7], we mentioned we had tried to

12
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solve this problem by relabeling the utterances which contain
these diphones, but the newer solution is clearly the correct
one. A number of errors have also been corrected in the diphone
concatenation routines, which have resulted in a more acceptable

sounding synthetic speech output.

At the present time the synthetic speech sounds qQquite
natural. As the synthesizer is used in the phonetic vocoder we
will occasionally find and solve minor problems with the

synthesis to further improve the quality.

2.3.4 Algorithm Refinements

Gain Normalization

As was mentioned in QPR No. 3 f[4] and in the last Annual
Report [1l], each group of recorded diphone utterances has
associated with it two normalization utterances. The synthesizer
interpolates between the levels 1in these two normalization
utterances to compute a normalization 1level for each diphone
utterance. The synthesizer has been changed to use this
normalization level to set the level of each diphone template.
That is, the synthesizer amplifies those diphones with a lower
normalization level under the assumption that the speaker was

talking at a lower overall level for those diphones.

13
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We have mainly been testing the diphones by svnthesizing
nonsense sentences. However, the complete sentences that we
synthesized seemed to have no problems with inappropriate levels
similar tu the problems we had experienced before.

Time Warping

Two changes were made to the time warping algorithm in the
synthesis program. As discussed 1in the various QPRs, the
time-warping algorithm treats the diphone template as being made
up of elastic and relatively inelastic regions. For example, the
region of the diphone template immediately surrounding the
phoneme boundary is not changed by as much as the middle region
of the phoneme. The formula that had been used previously
resulted in unreasonable time warping when the diphone template
was many times longer than the desired phonemes. Consequently,
the formula for the time warping factor during the 1inelastic

region has been changed.

Figure 3 shows the formula for the stretch factor during the
inelastic region as a function of the stretch factor during the
elastic region. The stretch factor is a number that when
multiplied by the template duration gives the resulting duration.
So if the stretch factor is 2 during the elastic region, that

region is stretched to twice its original length. As can be seen

14
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inel

SE

(Inelastic Region)

l_B) + B
= sFel(

O SFinel

Stretch Factor

Stretch Factor (Elastic Region) SFel

FIG. 2. New Two-Region Formula for Non-Linear Time Warping

in the figure, when the stretch factor in the elastic region is
greater than 1 (i.e. the template must be stretched to match the
required duration) the inelastic region stretch factor is closer
to 1. The formula in this region is

SF = SFel (1-B) + B

inel

where SFel and SFinel are the stretch factors in the elastic and

15
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inelastic regions respectively, and where B is a orogram variaple

around 0.9. For example, if SF_,=2 and B=0.9, then

If the stretch factor is less than 1, then the formula is a

.
SFine1 =7B SFgy+ (1+4B) SFa1

This particular quadratic is used because its derivative is the

same as that in the previous formula at the boundary (SFel=1‘,

program is given the durations of the elastic and
inelastic regions in each half of the template (=ach half of the
template corresponds to half of one phoneme) and the required
total duration for that half of the phoneme in the synthesized ‘
It then solves for the stretch factors using the two
formulae given above. We have found that this new procedure has
resulted in the elimination of some of the unnatural transitions

that were present previously.

A second change to the time warping formula involved the
effect of speaking rate on the pronunciation of the diphones. We
had previously made the assumption that the effect of speaking
time-warping of each phoneme was svmmetric about the

of the phoneme. We have observed, however, another

16
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effect. 1In very slow speech, there tends to be a relatively fast
attack for each phoneme and a slower decav. Fig. 4 shows a

typical energy track for a vowel spoken at two different rates.

(a)

(b)

FIG. 3. NON-SYMMETRIC TIME WARPING. a) Shows a typical energy
track for two halves of a long vowel phoneme
reconstructed from two diphone templates. The dotted
line indicates where the templates meet (corresponding
to the middles of the phonemes in the nonsense
utterances). b) Shows a typical energy track for a
shorter vowel phoneme. The middle of the vowel in (a)
is mapped (dotted line) to a point after the middle in
{b) to produce the desired change in the shape of the
contour.

As can be seen, the longer version decays more slowly {(even after

accounting for the overall duration change) than does the shorter
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version. Though not shown here, the spectral parameters also

exhibit the same non-symmetric time warping characteristics.

The solution in the time warping algorithm has been to map
the middle of a long phoneme (the ends of two diphone templates)
to a point after the middle of the required phoneme. Thus, if
Fig. 4a shows the energv track as reconstructed by concatenating
two diphone templates, then when shortening this phoneme to the
desired phoneme duration shown in Fig. 4b, the shape of the
contour on the right side is changed by mapping the template onto
the phoneme asymmetrically. This mapping (indicated by the
dotted line connecting the two energy tracks in Fig. 4) should
result in more appropriate pronunciation over a wider range of
speaking rates. We have not vet fullv tested this new feature.

Transmitted Gain Values

In the original design of the phonetic vocoder, intonation
was conveyed by the duration and pitch wvalues. We have found
that, occasionally, these are not sufficient; often, the level of
energy is inappropriate. The problem is distinct from the gain
normalization discussed above, which is intended primarily to

adjust for the speaking level at the time of recording.

We have added the capability to transmit with each phoneme

(or alternatively, with each vowel) an adjustment to the gain in
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the diphone templates. This adjustment is currently a one bit
code specifying whether the input phoneme is closer to "normal"
loudness, or reduced in level somewhat (by 5 dB). The number of
levels and the magnitudes of the adjustments in the program are
easilv modified. Using a one bit gain adjustment for each vowel
would add only 4-5 bits/second to the transmission rate, but is
likely to improve the perception of intonation. We have not vet
had a chance to measure the improvement in quality due to this

addition.

2.4 Text-to-Speech

During this year we interfaced the MITALK unrestricted
text-to-speech system to the diphone synthesizer. Input to
MITALK is a typed text string, and its final output 1is a
digitized speech waveform. MITALK exists as a number of
different programs that are executed one at a time in sequence,
with communication between program modules occurring via ordinary
text files. Thus it 1is possible to examine the intermediate
output of the system at any point during processing. The last
program in the sequence is a synthesis-by-rule module which
accepts 1input in the form of phonemes, durations, pitch, and
stress levels. This input is similar to the input required by

our diphone synthesizer.
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The major task involved was then to convert the MITALK
string of phonemes, durations, pitches and stress values into a
form compatible with our synthesizer. There are differences in
phoneme names, location of phoneme Dboundaries, scaling of
durations and pitches, and specification of certain phonemes in

certain contexts. (For details see QPR7).

2.5 Harmonic Deviations

As outlined in the proposal, we started to investigate the
feasibility of improving the spectral representation for LPC
synthesis by the inclusion of the deviation of each spectral
harmonic from the smooth LPC spectral model. In order to test
out the principle of harmonic deviations we used it in an
analysis-synthesis (vocoder) environment. This work is described

in detail in QPR No. 5 [3]

The basic idea used in the Harmonic Deviations Vocoder (HDV)
is as follows. The transmitter extracts from the speech signal
and sends to the receiver the parameters of a smooth speech
spectral envelope model as well as the deviation at each harmonic
frequency between the speech spectrum and the spectral envelope
model. The receiver generates a pitch-period of the excitation

signal from a fixed frequency-dependent harmonic phase spectrum
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and the harmonic amplitude spectrum computed from the transmitted
deviations. The excitation signal is in turn applied to the

filter corresponding to the spectral envelope model to produce

the output speech.

As part of our phonetic synthesis project we have developed
a floating-point non-real-time simulation of an analysis-
synthesis system that uses harmonic deviations. In this
simulation, we do not quantize LPC parameters, and we employ the
first 15 harmonic deviations. We extract the harmonic deviations
' from the 10-kHz sampled speech once every 10 ms. Our preliminary
experiments have shown that the addition of harmonic deviations
to the LPC synthesis significantly increases the naturalness and ‘
fullness of the synthesized speech while reducing the buzzy

quality.

21




-
-

Report No. 4414 Bolt Beranek and Newman Inc.

3. PHONETIC RECOGNITION

As shown in Figure 1, we intend to use the output of a

phonetic recognizer to supply the input to the «currently

available diphone synthesizer. Therefore, the recognizer must
extract from an input speech file a sequence of phonemes, each
having its own duration and pitch. We have considered two main
approaches to recognition: diphone template recognition, and
feature-based acoustic-phonetic recognition. The first method
compares unknown speech with a large inventory of diphone
templates by the use of a distance metric. The program chooses
as 1its answer the sequence of phonemes corresponding to the
sequence of diphone templates that matches the input speech most '
closely according to the distance metric. The second method
involves the use of a set of analytical rules that are designed
explicitly to make some phonetic distinction. Therefore, these
rules can each use specific knowledge pertaining to a specific
phonetic distinction - rather than be restricted to a uniform
metric. The disadvantage of using acoustic-phonetic rules is
that it is hard to arrive at a complete set of rules that result
in consistent scores. Also, it has been our experience that
mistakes made by such a program tend to be more severe.

Therefore, most of our effort during this vear has been placed on

22




Report No. 4414 Bolt Beranek and Newman Inc.

the diphone template approach. We still believe, however, that
at some future date, acoustic-phonetic rules can be used to
disambiguate between particular choices suggested by the first

method.

The remainder of this section 1is organized as follows.
Section 3.1 contains an overview of the diphone template
recognition method that we use. It details the data structures
used and the matching algorithm employed and discusses the
scoring philosophy that motivated some of the design decisions.
In Section 3.2, we enumerate the implementation issues that have
made the speed and storage requirements manageable. Any
recognition system requires some training or tuning in order to
perform well. The different modes of training that we have
implemented and envision for the future are described in Section
3.3. Finally, in Section 3.4, we report on the testing and
performance of the initial recognition program, as well as its

integration into the phonetic vocoder.

3.1 Dpiphone Template Recognition

A great deal of thought has gone into the desian of our
initial phonetic recognition system using diphone templatwss.

What we hope to communicate here is the kinds of issues that were
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considered and how their consideration has influenced the design.
Also given 1is the basic structure of each component of the
phonetic recognizer as it has evolved over this first vyear of

research. ;

3.1.1 Motivation for Diphone Template Recognition

The issue discussed here is that of using diphone templates
and a matcher to do phonetic recognition. There are two main
factors that are relevant to this decision. First, as in the

case of phonetic synthesis, using the diphone as a recognition

and synthesis unit emphasizes the significance of the phoneme
transitions. Accurately modeling the phoneme transitions is
important for both recognition and synthesis. Second, we know '
that the output of this phonetic recognizer is going to be used
in conjunction with a phonetic synthesizer that also uses diphone
templates. Therefore, there is a strong motivation not only to
use diphone templates in the recognizer but also to use the same
set of diphone templateé. That the same set of diphone templates
should be used for both is motivated by the fact that since the
recognizer 1is going to be used 1in conjunction with the
synthesizer, using identical diphone templates for both will, at
least, guarantee that the synthesized phonemes are spectrally

close to the original.
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3.1.2 Diphone Network

The method of phonetic recognition based on the use of a
network of diphone templates was described briefly in our
proposal [5]. Compiling the diphone templates into a network
implicitly forces the matcher to consider only sequences of
diphones that are consistent. Since writing the proposal,
several of the details have been changed. The diphone network
consists of nodes and directed arcs. An example of a simple
network is shown in Fig. 5. There are two major types of nodes:

phoneme nodes and spectrum nodes. The phoneme nodes (shown as

labeled circles) correspond to the midpoints of the phonemes;
there is one such node for each phoneme. These phoneme nodes are

connected by diphone templates. Each diphone template is

represented in the network as a sequence of spectrum nodes {(shown

as dots).

Each spectrum node consists of a complete spectral template,
as well as a probability density of the duration of the nocde. A
spectral template is represented by means and standard deviations
for all 14 1log-area-ratio (LAR) coefficients and gain. The
duration of a node is defined as the number of frames of input
aligned with the node. Nodes are connected to each other by

directed paths. When two or more consecutive spectra in the
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original diphone template are verv similar, thev are represented
by a single spectrum node in the network. Therefore, each
spectral node has an implicit self loop. The scoring used in the
matcher when this self loop path is taken depends completely on
the duration probability densitv which has been collected durina

the course of previous training.

The network representation as it has been described so far
would easily permit a matcher to determine diphone durations.
However, since the synthesizer requires phoneme durations, we
explicitly mark each diphone path in the network at the point
that corresponds to its phoneme boundary. The open dots in the
figure indicate the first spectrum node in the original diphone

template that is at or past the labeled phoneme boundary.

Several possible types of network structures are illustrated
in the example shown. For example, in Fig. 5 the diphone
template Pl-P2 is distinct from the template P2-Pl. Also note
the possibility of diphones of the type Pl-Pl. The network
allows for two or more templates going from one pheoneme to
another (e.g., P2-Pl). Branching and merging of paths within a
template is also allowed (e.qg., P1-P3). The network allows the
specification of diphones in context. The node P4/&P3 represents

the phoneme P4 followed only by P3. Thus the template P2-P4/&P3

o
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can be different from the unconditioned template P2-P4. As
discussed in Section 2.2.3, we have allowed for the distinction
between diphone templates that are within a syllable from those
that cross a syllable boundary. In the figure, one of the
diphone templates from P2 to Pl is marked as being across a
syllable boundary. This syllable boundary is indicated on the
spectral node markéd as a phoneme boundary (shown as an
additional circle around the open dot). Finally, we allow for
the representation and compilation of consonant clusters as a
single unit - even though the cluster may be several phonemes
long. For example, the initial cluster [S-SIT-T-R] as 1in
"string" is acoustically different from the concatenated
diphones. Therefcre, the sequence is compiled as a complete
unit. This means that the intermediate phoneme nodes (~-SIT-T-)
are used only in this sequence, and they are not shared by other
diphones. Thus, there is no branching at these nodes. In the
example, the cluster [P1-P5-P3] is shown as a separate path. The
phoneme node named P5* indicates one of these unshared

intermediate nodes.

Diphone Network Compiler

The program that creates the diphone template network
{(NETWORK) takes as input a text file similar to that read by the

synthesis diphone template compiler (COMPOZ). Like COMPOZ this

28
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compiler also permits the inclusion of incremental changes. That
is, we can replace diphone paths, or add additional optional
paths to the existing binarv file without rerunning the compiler
on the original diphone templates. Not only does this preserve
program compatibility and eliminate the necessity for redundant
representation of the same information but it also greatly
reduces the amount of time necessary to produce a new large
network if it 1is only slightly different from a previously

compiled one.

Another feature of the format of the information compiled is
that statistical information can later be added by the matcher
and be available for subsequent incremental additions. Both of
the above capabilities were facilitated by the design and use of
a memory management package. Thus memory freed by the release of
a block of data structure is available for later use. The memory
requirements for the network and matcher will be discussed

further in Section 3.2.2.

3.1.3 Matcher

Briefly, the analyzer chooses the sequence of templates that
best matches the input speech according to a distance measure.
Since the received speech is spectrallv close to the original, it

is hoped that this procedure will suffer minimallv from phoneme
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recognition errors. The network matcher uses a dvnamic
programming algorithm which attempts to find the sequence of

templates in the network that best matches the input.

The design of the matchér has been strongly motivated by the
following 4 considerations.
a) Sound Scoring Strategy
b) Continuous operation
c) Alignment and training capability

d) Efficiency

Of these four considerations the first is perhaps the most
important. We feel that the scoring procedure should implement
{(as accurately as possible) a well formulated scoring strategv.
The scoring philosophy requires that the score have components
that are derived from a knowledge of the particular path chosen
through the network {(a priori), the amount of speech aligned with
each particular spectral template in the network (durations), and
the score derived from a spectral comparison between the input
spectrum and the template spectrum. The derivation of the
scoring strategy is discussed in detail in QPR #6, Section 3.1

(71.

A second major consideration is that the matcher operate

continuously, vroducing its output as it receives its input -
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with some delav =~ before acquiring all of the input. Thus the
matcher can be thought of as producing output as soon as it has
what it thinks 1is sufficient evidence to make a conclusion.,
Operated in this mode, further input, regardless of what it is,
cannot cause the matcher to change previously produced output.
This is important because of the intended use of the recognizer

in a real-time vocoder application.

The third consideration, that of permitting the user to
cause the matcher to find the best alignment for the "correct”
phoneme sequence and then use that aligned input is important for
the continuing training of the recognition system, as well as to
allow debugging of the recognizer. These capabilities will be

discussed further in Section 3.3.

The final consideration of efficiencv has affected the
design of the network and matcher in many ways. This is

discussed further in Section 3.2.1.

3.1.4 Search Algorithm

The purpose of the matcher 1is to find the single path
through the network that best matches a sequence of input frames.
The program keeps a list of partial "theories" for the best path.

A theory consists of a detailed account of how a sequence of
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input frames 1is aligned with the network, along with a total
score for;that correspondence. For each input frame, the matcher
updates éach of the theories by the addition of the new frame.
This is lllustrated in Fig. 6. EBach theory spawns at least three
new theJdries: one that corresponds tc the new input frame being
alignediwith the same node as the previous frame, one for each of
the nodes immediatelyvy following that most recent node, and one
for each possible pair of two successive spectral nodes. Thus,
in the example shown, the single initial theory (shown by the
vertical arrow) would result in 13 new theories - one at each
dot. After all theories have been extended, if two or more of
the new theories arrive at the same network node on the same
input frame, only the best scoring path is kept. Keeping only ‘
*he best scoring path constitutes our dynamic programming
algorithm. The remaining theories are then pruned back so that
only the best are kept. There are two parameters that determine
how many theories are kept at each step. The first 1is an
absolute maximum number of theories (stack length). The second
is the maximum score difference between the best theory and the
worst theory kept. If the maximum score difference is set to
infinity, then the search is a "bounded breadth search”. If the
stack length is set to infinity, the algorithm is called a "beam

search”. The most reasonable tradeoff between speed and accuracy
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°

FIG. 5. Theory Update Diagram
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is achieved when wusing both of these methods of pruning.
Typically, the number of theories kept is on the order of 1000

per frame.

To decide on the phonemes to transmit, the program examines
all the remaining theories after upiating each theory with the
newest input frame. If all the theories have a common beginning
(in terms of exactly the same alignment of the input utterance
with the network), the phonemes and durations corresponding to

this common beginning are transmitted.

Once a phoneme and its duration have been determined, the
pitch is calculated using the weighted 1least squares method
currently used to determine pitch wvalues for our diphone

synthesizer.

3.2 Program Efficiency Issues

As mentioned above, efficient operation of the program is an

important issue.

3.2.1 Speed

While the simulation is not expected to run in real time,
speed is still important. 1If the program takes several minutes

of CPU time to get a result for one sentence, then under a
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reasonable computer load average we must wait one half hour to
see the result. This reduces the number of variations we can

try.

From the start, the program was designed to run as fast as
possible. However, the matcher algorithm outlined above requires
a large amount of processing. For each 10 ms frame, the program
must extend each of about 1000 theories, update them by walking
0, 1 or 2 steps through the network (resulting in about 10,000
theories), score each of these new nodes against the input frame,
keep a 1list of theories sorted by score, keep track of the
"genealogy" of all the theories so that it is known when all
theories agree. Below, we list some of the search, sorting, and ‘
dynamic programming techniques that were employed to reduce the
computation by about 4 orders of magnitude from that required for

the straightforward implementation.

Theory Merging

Since the program extends all theories by the addition of
the same input frame at one time, all theories at all times
include the same input. This means that the probabilistic scores
on different theories are directly comparable. Therefore, the
diphone network was designed such that if two theories merged

{i.e. arrived at the same node for the same input frame) only the
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best scoring theorv is considered. When a theory is advanced,
the program checks a word in the new network node to see whether
this node has been reached by énother theorwv in this frame. This
word points to thé previous theory that arrived there. The two
theories can be immediately compared (based only on previous
scores - without any spectral scoring at this point} and the
lower scoring theory deleted. Thus, the program need not create
all the data structure and score and sort 10,000 extended
theories. Rather it is more like 3000. After all theories have
been extended, the program then can score and sort the remaining
theories.

Template Scoring

Since an important part of the score is based on the number
of input frames that match (are aligned with) a single spectral
node, theories that differ in this respect must be kept distinct.
This results in the same spectral node being matched against the
same input frame several times. For example, one theory may have
looped on a particular node two times, and another three times.
When these two theories are both advanced by self-looping again,
the program detects that this particular score has already been
computed. Rather than keeping a large matrix of score as a
function of node and input frame pair or, alternatively, clearing

the score each time it was used, the program uses a slot in each
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spectral node reserved for this purpose. When the spectral
distance routine scores this node against an input frame, it
records the score and a time stamp in the node. 1If the spectral
distance routine notices that the time stamp in the node matches
the current time stamp, then it can merely use the stored score
and avoid a distance calculation.

Theory Sorting

As mentioned above, the program needs to know how to keep
only the best 1000 or so theories. One wavy to do this would be
to sort the 3000 or so extended theories, and then just keep the
best ones. However, since most sort routines regquire computation
proportional to the square of the length of the list, the program
uses another method. It uses a partially sorted binary tree of
theories. The head of the tree always contains the lowest
scoring theory. So a newly extended theory can be compared
directly against this theory to decide whether it will Dbe
retained. If so, then the new theory ripples down the binary
tree until it finds the correct spot. This requires only Log,N
comparisons. Thus, for N=1000, the savings is 1000/Log,1000=100.
Timing statistics have shown us that the time required for this
binary partial sort is now small compared to the other processing

required in the recognizer.
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Spectral Distance Computation

A significant portion of the computation was expected to be
in the spectral distance computation. In addition to minimizing
the number of times that the routine is called, we would like to
make the routine itself as fast as possible. First, the
parameters are stored in fixed point format. (We did not lose
much accuracy, since the parameters were scaled up before
fixing.) Second, a careful examination of the compiled BCPL
routine revealed that the routine could be hand coded in assembly

language to be 4 times faster.

At this point, timing measurements indicate that less than
10% of the total CPU time is taken by the spectral distance

routine.

Beam Search vs. Bounded Breadth Search

While the bounded breadth search described above is
efficient, there are times when the difference between the
highest score and the lowest score is very large. If we put an
upper bound on this difference, then frequently most of the
theories can be eliminated. One desirable feature of this "beam
search™ 1is that the number of theories kept grows when the
decision is not clear cut. Also, it becomes possible to estimate

(and control) the probability that the program will accidentallw
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eliminate a theory that, if kept, would have been the best one.

Future Speed-Up

At this point, the program requires CPU time of about 20-30
times real time for a stack long enough to assure finding a path
similar to the best path. Since the time 1is not spent in the
sorting or scoring, it will be hard to make large speed
improvements. The bulk of the time required is probably taken up
in all the many logical operations used to keep track of
theories, walk the network and decide what to do next. In any
case, the program is now fast enough so that we can try a
reasonable number of variations on a small data base during an
overnight batch run. Also, we can run the program comfortably

during the day to test and debug new features.

3.2.2 Storage Requirements

In order that the program operate gquickly, the entire
network must reside in (virtual) memory. If the program had to
read pieces of the network from disk files as it ran, it would be
several times slower. Therefore, a concerted effort was made to

keep the data structures small, and share memory where possible.

The initial diphone template network was compiled from the
2800 or so synthesis diphone templates. The variable-frame-rate

compression described in Section 3.1.2 reduced the network by a
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factor of 2.5. The spectral parameters_were quantized to 92 bit
fixed point values to conserve space as well as time. Pointers
in the network structure were packed two per word. Even so, this
initial network just barely fit in memory (256K words) with the
matcher program. We expect that the final network will contain
several instances of each diphone. This network could not
possibly (even with more compression) fit in one PDPl0 address

space.

We do not view this as a significant problem for eventual
implementation, since 1large memory chips are rapidly becoming
inexpensive. Also, we shall soon be using a DEC VAX 11/780

computer, which has a much larger address space. The personal ‘

computers being designed at BBN also feature a large virtual

memory.

As a temporary solution to this problem, we have modified
the BCPL compiler, our memory management package, and the user
programs in order to take advantage of the extended memory
capability of the KL10-TOPS20-Release 4 monitor. This currently
allows us to use up to 32 full address spaces for our program anid
data. Since the program uses the BCPL "structure" declarations,

switching from half-word pointers to full-word pointers 4id not

require as many source code changes as it would otherwise have
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required.

3.3 Training

Each diphone can be spoken in 3 variety of wavs. Thegefore,
to correctlv recognize these many variations as the same phoneme
strinag, the program must be trained with large amounts of natural
speech. There are three different wavs that we have of trainina

the network.

3.3.1 Manual Training

The most straightforward approach to training the network on
a large variety of speech 1is simply to label (manually
transcribe) more speech. This transcribed speech can then be

processed by existing programs to add alternate paths to the

network.
This method has the advantage of simplicity. There are
several disadvantages, however. First, each instance of a

particular diphone template would be independent. Therefore, the
statistical 1information {a priori path probabilities, LAR
standard deviations, duration orobabilitv densities) for each
template would be determined from rules rather than trainina.
That 1is, rather than observing several instances of the same

diphone and using the accumulated data to estimate probability
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densities, the program would treat each iInstance as an
independent sample, and derive a Gaussian distribution for each
parameter using a fixed standard deviation. Second, for those
diphones that are common, there might be hundreds of examples
before the average number of templates per diphone was high
enough. Third, the effort required to accurately label several
hundred sentences 1is tremendous. Fourth, this method requires
that the researcher who transcribes the speech know the besi way
to transcribe each passaae (one must often choose between similar
labels) and the best rules for placement of phoneme boundaries,
as well as be able to use these rules consistently. These
problems could significantly affect performance.

-

Clustering of Diphone Templates

The first and second problems mentioned above can be
eliminated by writing a clustering program that would start with
the many instances of one diphone, and group them such that there
were only a few templates for each diphone, with statistics
derived from the data. However, the third and fourth problems
{large amount of work, decisions made by humans) would still

exist.

3.3.2 1Interactive Training

One of the capabilities of the matcher 1s that the user can
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specify what answer it should get for a particular input speech
file., The researcher types in a list of phonemes that will be
required. If any of the phonemes is in guestion (e.g. AX vs. AH)
then the researcher can just tvoe "ANY" which allows the program
to use the closest phoneme at this point. The user can also, if
desired, constrain the time that the matcher assigns to the
beginning of any phoneme. This is done in a flexible manner,
using an interactive command 1loop. The user constrains the
boundary to be either: before t, after t, at t, or between tl
and t2. This "forced alignment" can also be read in from a

standard label file, so if the training sentence has already been

transcribed, the user need not type in the required phoneme
string and times. The user is provided with an editing facility
for these lists so that he may insert, delete, or replace items.
The user can save alignments on a file and later read them in.
There are also global commands that may be used to give the

matcher just the right amount of flexibility.

Two likely modes of interaction are outlined below. 1In the
first, the researcher has not carefully transcribed the training

utterance. By listening to it briefly, he makes a list of the

phonemes (leaving out those about which he is unsure). Then, the

matcher 1is instructed to find the best alignment of the input
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utterance to the network under the constraint of the ophoneme
list. The user compares the printed alignment wvisually with
parameter plots of the input utterance. If the alignment is
clearly wrong (a fairly rare occurrence) he constrains the time
for the beginning of one or two of the phonemes, and tells the

matcher to "do it again".

A second likely mode is that someone has already transcribed
the utterance. The researcher reads in the transcription and
then, being skeptical, instructs the program to "fuzz" the time
constraints by two frames in each direction, so that if the
transcriber was off by two frames, the matcher could still find
the correct alignment. He then changes any gquestionable phoneme
labels to "ANY" and instructs the matcher to find the best

(constrained) alignment.

Once the user 1is satisfied with part or all of the
alignment, he can instruct the matcher to "train" the network
using the training utterance. The basic commands available are:
Add to Statistics, Add new path, Add new diphone, Save the
Network. Each command asks for *two time limits specifying a
region over which to apply the command. The first command
(statistics) causes the proaram to update the means and standard

deviations of the template parameters, as well as the ncde
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duration probability densities. The second command (Add path)
causes the program to add in the specified speech as an alternate
branch to the section of network against which it was aligned.
If the spanned network contains a phoneme boundary, the program
asks which frame of the input should be marked as a boundary.
The third command (Add diphone) lets the user specify a whole new

template for a named diphone.

Using the training commands described, the user actually
changes the diphone template network. If he is unsure about or
not satisfied with a part of the alignment, he need not use that
part for training. At any point in the process, the user can

save the updated network on a file. .

! It is hoped that this procedure, which amounts to
interactive clustering, might yield a set of templates that is
somehow more self-consistent. One drawback to this approach is
that it is a very slow process, requiring the researcher to spend

long hours correcting the matcher results.

3.3.3 Automatic Training

One could easily imagine a range of modes of training in
which the computer can make more of the decisions. For instance,

once the researcher has achieved the desired alignment, he could
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'

issue a command "Train" which would either add to the network
statistics or add new paths based on a simple local score
threshold. That is, 1f the match is fairly good, the program
would update the statistics. If the match was bad, it would

create a new path,.

3.4 Testing and Performance

Most of this first vyear® s work on the diphone network
recognition program has been spent in designing, implementing,
and testing all the features described in the network compiler
and matcher. In order to evaluate the performance of the
phonetic recognizer, we needed to test it in a reasonable
environment. This necessitated integrating the recognizer with
the phonetic synthesizer to complete the phonetic vocoder. We
- also knew that the system would not perform well without being

trained. These two efforts are outlined below.

3.4.1 Complete Phonetic Vocoder

To communicate with the phonetic synthesizer, the recognizer
must produce a sequence of triplets, each comprising a phoneme, a
duration, and a pitch value. As described in Section 3.1.3, each
time the matcher drops a theory, it automatically checks whether

this now means that there is some part of the answer that is
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common to all theories. This may happen one frame at a time, or
sometimes deletion of one theory mayv eliminate the last conflict

for several phonemes worth. In any case, for each frame of the

input, the program types out (to a terminal or to a disk file) a
symbol indicating the type of alignment: self loop, advance to a
new node, share the input frame between two nodes, whether the
node is marked as a phoneme or syllable boundary. The program
can also output the various components of the score for each
input frame, as well as the cumulative scores. Also, whenever
the matcher detects that the best path crosses a phoneme node in

' the network, it types out the name of the phoneme node.

An addition was made to these tvpeout routines, such that
they would remember the names of all the phoneme nodes crossed,
the time of the phoneme boundaries, and whether the boundary was
also a syllable boundary. The program can then write a standard
transcription file which can be read in by the phonetic
synthesizer (as well as many other utility programs). The
synthesizer then reads in the pitch file for the input utterance,
and models the pitch by a weighted piecewise linear fit to
determine the pitch wvalues. In a real phonetic vocoder, this

last function would reside in the recognizer.

Below we describe some of the benchmark experiments
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performed.

3.4.2 Benchmark Experiments

The first, very short experiment performed, was to try to
phonetically vocode a sentence. We used the untrained network
constructed from only the synthesis diphone templates. 66% of
the phonemes were correctly recognized. However, there were many
extra phonemes in the output string. Upon examination of the
sequence of phonemes, we felt that it would be unintelligible
when synthesized. However, when we used this output in the
svnthesizer, we found the sentence scmewhat recognizable, though
there were problems. On plaving the sentence to several naive
listeners, they understood most or all of the sentence. This led
us to believe that we were correct in assuming that even when the

phonemes were wrong, the spectrum would be close enough,

At this point, we wanted to measure the effect that training
would have. However, we did not want to wait until the network
was fully trained before testing it. Therefore, we recorded the
first paragraph of the Rainbow Passage two times (about 30 sec or
320 phones of speech each). The first reading of the paragraph
was manually transcribed and u_.ed to augment the network
(described in Section 3.3.1). We then tried to recognize the

second reading of the paragraph. From careful examination of the
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second reading, we felt that 5% of the phonemes were actuallv
different, i.e., they were pronounced differently. This meant
that about 90% of the diphones in the second reading of the
paragraph had at least one template in the network that came from
natural speech - as opposed to the 2800 diphone templates
extracted from nonsense utterances that made up the rest of the

network.

The result of this small test was that 79% of the phonemes
in the second reading were recognized correctly. There were
still some extra phonemes 1in the output. On plaving the
synthesized speech resulting from this output, most listeners
understood most of the sentences. However, we felt that both the
guality and intelligibility would need to be improved before this

system would be acceptable.

The above result is encouraging. We must remember, however,
that the experiment was optimistic in that the diphone templates
were extracted from the same global environment as they would be
used. We might hope that the fact that in the final system, all
diphones will have several training samples, will make up for not
always having diphones trained in the same context. The mode of
training used in this experiment did not permit the use of

statistics. Also, we would hope that when the other diphones in
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the network have been trained, thev would be less likely to be

confused with the correct diphones.

In a third, short experiment, we carefully constructed
sentences that contained a mixture of "trained" and "untrained”
diphones. One half of the diphones had not been trained on
natural speech. Those diphones that had been trained were used
in a completely different environment from that of the training
sentences. When tested on the matcher, 78% of the trained
diphones were recognized correctly, while only 40% of the
untrained diphones were recognized. Again, this test was not
extensive enough to predict the final performance of the system

after extensive training.

The above experiments tell us that training of the network
is very important. It also tells us that there is a significant
difference between using natural speech versus nonsense speech.
Therefore, we may decide to delete each nonsense diphone template
from the network as soon as there is a corresponding template
from natural speech to replace it. This capability has not vet
been added to the network compiler or matcher, though it would

probably be relatively straightforward.
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3.5 Conclusion

We have, during the past vear, designed and implemented an
initial version of a phonetic recogrnitin program particularly
suited to very-~low-rate phonetic vocoding. The program uses a
network of diphone templates for recognition, which makes it most
compatible for use with the diphone template synthesizer. The
program was also designed to be flexible and allow interactive

training, so as to be useful as a research tool.

Our preliminary results, based on a small amount of training
to the speech of a single speaker are encouraging. While the
system will clearly need more training and some logical

modifications, we feel that the final outcome will be good.
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4. MULTIRATE CODING

4.1 1Introduction

The goal of the speech compression project this year has
been to design and test an embedded-code multirate adaptive
transform coder. The objective is to have a svstem capable of
operating at an arbitrary data rate in the range 2.5 to 9.6 kb/s.
It was also desired to let the transmission channel vary the bit
rate while the algorithm at the transmitter remained unaffected.
This last constraint is satisfied by embedding the codes, i.e.,
arranging the codes in such a manner that, when some bits are
discarded by the channel, the remainder of the received bits can

still be decoded in a meaningful way to produce a speech output.

To meet the requirements of the project, we chose a
frequency~domain approach or adaptive transform coding (ATC),
combined with our newly developed methods of high frequency
regeneration (HFR) by spectral duplication. The combined system
is basically a linear prediction (LPC) vocoder operating at 2.5
kb/s and embedded in a voice-excited coder which provides higher
speech quality at higher data rates. The voice-excited coder,
realized in the freguency domain by ATC techniques, alwavs

operates at a fixed bit rate, say 16 kb/s. The multirate feature
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of the system is realized bv allowing the channel %to strip off
csome of the bits from the high rate system therebyvy achieving
lower data rates. Such a hybrid LPC-ATC system offered great

flexibility in meeting the goals of the project.

In the remainder of this section we shall describe the

system briefly and highlight the various asvects of our work.

4.2 System Description

The complete multirate coding system is shown in Fig. 7. At
the transmitter, the input speech signal is analyzed as in the
usual LPC vocoder, namely, LPC parameters, pitch, and gain are
derived, quantized, and coded. 1In addition, the speech signal is
inverse filtered, and the discrete cosine transform (DCT) of the
residual 1is taken. Wwith pitch known, the coefficient of a
one-tap pitch filter is derived from the residual. This pitch
filter, together with the LPC parameters, form the spectral model
to be used in the bit allocation process to perform the coding of
the DCT. The coded DCT components are then delivered to the
channel which may transmit all of the bits or suppress some of

them.

At the receiver, the DCT codes are decoded to form a

baseband DCT. The fullband DCT of the residual 1is then

53




Revort Jo. 4414 Bolt Beranek =-  ’‘~vman Inc.

INPUT INVERSE | RESIDUAL
SPEECH FILTER b e | TRANSFORM Y Y

Atz) | CODER U
i L
r} ] h T 70
INVERSE |‘ | 1 | | CHANMNEL
—»!  FILTER . o : = —>| P
[ A i i
ESTIMATION ] pARAMETERS | l 'é
~ PITCR , -
> PITCH e —— f\crz— TERT __JL E
EXTRACTION [T COEFFICIENT o= R
ESTIVATICH Pricid
15 GATION
TRANSMITTER
HIGH .
. INVERSE
S ity -—>gf FREQUENCY t—| . yeiooy
D IREGENERATION
E O '
M i .
U ,~_.__-/:/
L {

FROM | T | | ' OUTPUT
CHANNEL | | i LPC PARAMETERS | | SYNTHESIS | SPEECH
——— ! =>{  FILTER |

t ] 1/A2)
' 1
X { é
E 1
R PULSE/NOISE | =~ ""Y
> EXCITATION
PITCH GENERATCR
INFORMATION
RECEIVER

FIG. 6. Block Diagram of a Multirate Speech Transform Coder
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reconstructed using the method of HFR by spectral duplication.
An inverse DCT vyields the time-domain reconstructed residual
waveform to be used as input to the all-pole LPC svnthesis filter
to produce the speech output. 1In case all of the DCT components
are suppressed by the channel (lowest data rate), the receiver
becomes identical to that of a pitch-excited LPC vocoder and uses

a pulse/noise source as excitation to the synthesis filter.

4.3 Summary of Work Done

4.3.1 Modified ATC

Traditionally, in conventional ATC, one codes the DCT of the
speech signal itself. Perhaps the most salient feature in our
implementation of ATC is that we code the DCT of the linear
prediction residual. In the proposal [5] for this work and in
the sixth quarterly progress report (QPR #6) [7) on this
contract, we explained how one can quantize the DCT of the
residual rather than the DCT of speech. We explained that not
only both approaches yield the same signal to quantization noise
ratio, but also some advantages are accrued when codina the DCT
of the residual. One such advantage is that, when transmitting
the DCT of the residual, the all-pole synthesis reguired at the
receiver helps smooth frame-boundary discontinuities that would

normally be present because of frequency-domain quantization.
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Another advantage is that the DCT of the residual has a flar
spectral envelope. This property 1is particularlyv desirable for
regenerating the missing high-frequencvy components bv spectral
duplication of the baseband. The HFR process creates a fullband
spectrum that contains the pitch information and has a flat
spectral envelope. Thus, the reconstructed spectrum is
particularly well suited for all-pole synthesis. Our approach is
to be contrasted with the case where the DCT of speech is 1

transmitted. Such a case is the fregquency-domain counterpart of

so-called voice-excited coders that transmit a baseband of the
speech signal. Time-domain implementations of voice-excited and
residual~excited coders have shown that the yualitv of the output
speech obtained with residual-excited coders is always preferred ‘

to that obtained with voice-excited coders.

4.3.2 Bit Allocation

The spectral model of speech used in bit allocation was
discussed in QPR #5 [3]. Briefly, it consists of two components:
a smooth (LPC) spectral envelope, and a model for the harmonic
structure of the spectrum (the pitch filter). In QPR #6 [7] we
showed how bit allocation can be interpreted as uniform
quantization of the logarithm of the weighted spectral model.

The weighting applied to the spectral model is the reciprocal of
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the desired spectral envelope for the output noise. The process
of uniform gquantization of the log-spectral-model 1is shown 1in
Fig. 8. The dashed curves in the figure define the quantization
intervals and they take on the shape of the desired spectral
envelope of the output noise. In the absence of noise shaping,
these curves would be straight horizontal 1lines. In our
implementation of bit allocation, the spacing between the curves
is 5 dB instead of the traditionally used 6 dB. In fact,
ideally, the spacing between the curves should not be the same
evervwhere, i.e., the quantization should be non-uniform. This

subject was discussed in detail in OPR #6 [7].

4.3.3 Embedded Multirate Coding

For each input frame, the transmitter transmits a block of
bits which is divided into two major parts. The first part
contains the bits representing the system parameters and the
second part contains the bits representing the DCT components.
One such block of bits is shown in Fig. 9. The first part of the
parameter codes is essentially identical to what is transmitted
by an LPC vocoder. The additional parameter codes needed are: 1
pitch tap for the harmonic model of the DCT spectrum, and HFR
codes to be discussed in Section 4.3.4. The maximum data rate of

16,000 b/s is achieved when the DCT of the fullband residual 1ig
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FIG. 7. Bit Allocation in ATC by Uniform Quantization of the
Log-Spectral-Model

transmitted. The minimum data rate achievable by the system
takes place when all the codes representing the DCT components
are suppressed by the channel. Intermediate data rates are
achieved by stripping off bits from the high data rate system.
Stripping off bits results in the suppression of low-variance

frequency components and/or high~freguency components, dependina
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on how the stripping is performed. This aspect of the svstem is

explained below.

It is worth mentioning here that the transmitter itself can
strip off bits prior to transmission in the same manner as 1is
done by the channel. Thus, when a system is first turned on, the
initial bit rate need not be high and traffic congestion can be
avoided. Note that the receiver does not need to know where in

the system the bits are discarded.

The codes representing the DCT components are arranged in a
certain order prior to transmission. This ordering determines
which Dbits get discarded first, which, 1in turn, determines ‘
whether high frequency components or low variance components get
discarded. To study the tradeoff between the number of
transmitted bits, the quantization accuracy, and the number of
transmitted frequency components, we investigated three
bit-ordering techniques. These were explained in detail in QPR

47 [6] and we summarize them below.

The first bit-ordering technique, which we call the baseband
coder approach, is the simplest: the codes are arranged by order
of increasing frequency. When the channel strips off bits from

the end of each block, the high frequency components are
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FIG. 8. One Block of Bits Per Frame Illustrating the
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discarded first. The remaining codes represent a low frequencvy
portion of the total bandwidth referred to as a baseband. As in
a baseband coder, the receiver regenerates the missing
high-frequency components. We use the method of high-frequency
regeneration (HFR) bv spectral duplication, which is explained in

Section 4.3.4.
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In the second bit-ordering technique we discard the least
significant bit of each DCT code, starting with the high
frequency components, until the desired rate is reached. If need
be, the next-to-least significant bits of each code are also
discarded. This method decreases the gquantization accuracy
uniformly over the whole band. It is equivalent to having
performed the initial bit allocation with fewer bits, e.a., 120

bits instead of 250 bits for a rate of 9 kb/s instead of 16 kb/s.

In the third ordering technique, the discarded bits
represent DCT components with a relatively low variance. Since
the codelength obtained by bit allocation is directly
proportional to the relative variance of the DCT components, this
technique is realized by discarding all 1l-bit codes, then all
2-bit codes, etc..., until the desired rate 1is achieved.
Referring back to Fig. 8, we can see that this technique
corresponds to having merged together into one large level, two
or more inner levels of the uniform gquantization of the
log~-spectral-model. For example, at 9.6 kb/s, the method
corresponds roughly to having merged the O-bit and 1l-bit steps

into one large 0-bit step.

When comparison is made at the same bit rate, the second and

third ordering techniques vyield a baseband that 1is generally
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narrower than that of the baseband coder approach. In exchange
for a smaller baseband width, the second and third techniques
provide some additional DCT components scattered in the
high-frequency region. Further details on embedded coding are
found in QPR #7 [6], where we concluded that the first
bit-ordering technique, i.e., the baseband coder approach, vields
the best output speech quality for data rates in the range 6.4 to

9.6 kb/s.

4.3.4 High Frequency Regeneration

The aim of high frequency regeneration (HFR) is to recreate
the missing high fregquency components of a signal.
Traditionally, some form of non-linear distortion of the
time-domain signal is used, e.g., waveform rectification. More
recently, we introduced HFR methods where the missing components

are regenerated by duplicating the baseband components at high

frequencies [8)]. We call this approach the spectral duplication
method of HFR. Spectral duplication aims at reconstructina a
fullband spectrum that has a harmonic structure and a flat
spectral envelope. Care must be taken not to interrupt the
harmonic structure of the signal spectrum. Our initial efforts
were described in a previous annual report [1] while our more
recent work is detailed in OPR #7 [(6]. We now summarize the

final algorithm that we are currently using.
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The HFR method is illustrated in Fig. 10. The analvsis
process needed at the transmitter 1is as follows. First, a
nominal baseband of fixed width (1 kHz) 1is translated up in
frequency to fill the region from 1 to 2 kHz. Second, to find an
optimal position for the baseband, the baseband is
cross-correlated with the actual fullband DCT present in that
region. The 1lag at which the correlation 1is maximum 1is
interpreted to be the point where the baseband best duplicates or
best matches the original DCT components. It is the harmonic
structure of the DCT that helps lock the baseband into place.
Thus, the method preserves the harmonic continuity of the DCT.
The lag value is transmitted by means of a 3-bit HFR code, which
accommodates lags between -3 and +4 spectral points. The same

process is repeated for higher frequency bands.

At the receiver, the received baseband is translated to its
nominal position (1 to 2 kHz) and additionallv shifted bv a few
spectral points as indicated by the HFR code. Since the received
baseband is seldom equal to 1 kHz in width, the regenerated bands
may either overlap one another or have gaps between them. These
cases are easily taken care of (QPR 47 ([6]). We now report on
the latest results obtained with the most recent versions of the

various aspects of the multirate system.
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4.3.5 Results

With the HFR method as outlined above, the results for the

baseband coder approach of embedded multirate coding are shown in

Table 1.
AVERAGE RECEIVED AVERAGE
TOTAL RATE BASEBAND WIDTH CODELENGTH
kb/s Hz bits/sample
16.0 3333 1.95
9.6 1400 2.3
7.2 870 2.4
6.4 670 2.5

TABLE 1. Results Obtained with the Baseband Coder Approach for
Multirate Coding

From the table it can be seen that at 6.4 kb/s the average width
of the received baseband is about 670 Hz. This is guite a narrow
baseband and constitutes the major obstacle for lowering the data
rate any further. At 6.4 kb/s, the quality of the svnthetic
speech 1s acceptable, but lowering the bit rate further cauces
the speech to be quite rough, hollow-sounding, and with

occasional pops. Thus, for rates below 6.4 kb/s, we recommend
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using the 2.5 kb/s LPC vocoder. For rates larger than 6.4 kb/s,
the average baseband width 1is substantially increased and the
quality of the speech improves markedly. The gqualityv at 16 kb/s

is very close to the original.

4.4 Conclusions

In this project, we have capitalized on the advantages of a
frequency-domain approach to realize a versatile embedded-code
multirate speech coding system. Some of the advantages of our
system are: the ease with which spectral noise-shaping can be
implemented, the ease with which the tradeoff between
guantization accuracy and baseband width can be studied, the ease
with which the codes can be embedded for multirate operation, and
the ease with which high frequency regeneration can be done for
effective voice excitation. In addition, the system is suitable

for real-time implementation on existing array processors.
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APPENDIX A
CATEGORIZATION OF DIPHONES

C1V1 DIPHONES

Cl P T K B D G CH JH F v TH DH
S Z SH ZH W Y R L M N HH NX
Vl IY TH EY EH AE AA A0 AH OW UH UW ER
OYl AW YU IR OR AR EYR UR AX IX AXR EL
Additions: (TO EL} [TQ EM] [TQ EN]
Exceptions: [W YU] [Y YUl [R YU] (DX YU] [DX UR]
V,C, DIPHONES
Vo Vi except [AY1l] is replaced by [AY2]
and [0Y1l] is replaced by [0Y2]
C2 SIP SIT SIK SIB SID SIG SIC SI1IJ F \Y TH DH
S 2 SH ZH W Y R L M N HH NX
Exceptions: (YU W] [YU Yl [Yyu R} [AX DX] [IX DX]
[EL NX] [EM NX] [EN NX] {EL DX] [EM DYX]
V3V, DIPHONES
V3 AA A0 AW AY2 IY ER EY OW O0Y2 UW EL
vy V, less [EM] [EN]
Additions: (IH EL] [EH EL} [AE EL] (AH EL] [UHR EL]
[IR EL] [OR EL] [AR EL] [UR EL] [AX EL)
[AXR EL] [EYR EL]
Exceptions: [EL EL]

Newman Inc.

(673)
(25)
DX
Ayl (27)
EM EN
(662)
(27)
(25)
DX
[AXR DX] [yU DX
[EN DX]
(290
(11)
(29)
[Yu EL] [EL BEM!
[IX EL] [EL EN]
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CB#C4 DIPHONES r462)
C3 P T K B D G CH JH F v TH DH (290
S Z SH ZH R M N NX
C4 C2 less [NX] [DX] (23)
Additions: (N DX] [HH W]
Stop Consonant Diphcones with Context (400)
SIX X / & Vy Vi defined above (2186)
SIX X / & % Cy Cq defined above (184)
X P T K B D G CH JH
Dipthongs with Context {100)
YL Y2 / & V4 Va4 defined above (50)
Yi Y2 / & Cy CsH defined above (30)
Y AY OY
Diphones with Silence (88)
- Vg Ve vy less [AX]) [IX] [AXR} [EL] [EM] [EN] (21
- Cy Cy defined above (23)
Cy - C3 defined above (200
sIX X / & - X defined above (8)
Yl Y2 / & - Y defined above {2}
- - (1
Diphones from Clusters (58
Grand Total A=
La o 200
70
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APPENDIX B
EXHAUSTIVE LIST OF 2733 DIPHONES

- - ~ AA - AE - AH - AOD - AR

- AW - Ayl - DH - EH - ER - EY

- EYR - F - HH - IH - IR - Iv

- L - M - N - OR - OW - ovl
- R - S - SH - SIB - SIC - SID
- SIG - SIJ - SIK - SIP - SIT - TH

- UH - UR - UW -V - v - Y

- YU - Z - ZH AA -~ AA AA AA AL
AA AH AA A0 AA AR AA AW AA 2X AA AXR
AA AY1 AA DH AA DX AA EH AA EL AA ER
AA EY AA EYR AA F AA HH AA IH AA IR
AA IX AA IY AA L AA M AA N AA NX
AA OR AA OW AA OY1 AA R AA S AA SH
AA SIB AA SIC AA SID AA SIG AA S51IJ AR SIK
AA SIP AA SIT AA TH AA UH AA UR Ap Uw
AA YV AA W AR Y AA YU AA 2 AA ZBH
AE DH AE DX AE EL AE F AE HH AE L
AE M AE N AE NX AE R AE S AE SH
AE SIB AE SIC AE SID AE SIG AE SIJ AE SIK
AE SIP AE SIT AE TH AE V AE W AE Y
AE Z AE ZH AH DH AH DX AH EL AH F
AH HH AH L AH M AH N AH NX AH R
AH S AH SH AH EIB AH SIC AH SID AH SIG
AH SIJ AH SIK AH SIP AH SIT AH TH AH V
AH W AH Y AH 2 AR Z AQ - AC AA
AC AE AO AH AO AO AO AR AO AW A0 AX
AO AXR AO AVl AO DH AO DX AO EH AO EL
AC ER AO EY AO EYR AO F AO HH AC TIH
AQ IR AD IX AO IY A0 L AC M AC N
AOQ NX AO OR AO OW A0 0OY1 AO R AO S
AO SH AO SIB A0 SIC AO SID A0 SIG AO SIJ
AOQ SIK AO SIP AO SIT A0 TH AO UH AO TR
A0 UW AO V AO W A0 Y AOC YU AO 2
AC ZH AR DH AR DX AR EL AR F AR HE
AR L AR M AR N AR NX AR R AR S
AR SH AR SIB AR SIC AR SID AR SIG AR SIJ
AR S5IK AR SIP AR SIT AR TH AR V AR W
AR Y AR 2 AR ZH AW - AW AA AW AE
AW AH AW AO AW AR AW AW AW AX AW AXR
AW AY1 AW DH AW DX AW EH AW EL AW ER
AW EY AW EYR AW F AW HH AW TH AW IR
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AW IX AW IY AW L AW M AW N AW NX
AW OR AW OW AW OY1l AW R AW S AW SH
AW SI3 AW SIC AW SID AW SIG AW SIJ AW SIK
AW SIP AW SIT AW TH AW UH AW UR AW UW
AW V AW W AW Y AW YU AW 2 AW ZH
AX DH AX EL AX F AX HH AX L AX M
AX N AX NX AX R AX S aX SH AX SIB
AX SIC AX SID AX SIG AX S1J AX SIR ax S1IP
AX SIT AX TH AX V aAx W AX Y aX 2
AX ZH AXR DH AXR EL AXR F AXR HH AXR L
AXR M AXR N AXR NX AXR R A¥XR S AXR SH
AXR SIB AXR SIC AXR SID AXR SIG AXR 81J AXR SIK
AXR SIP AXR SIT AXR TH AXR V AXR W AXR Y
AXR 2 AXR ZH

ayl AY2 / & - AYl AY2 / & AA AYl AY2 / & AE
AYl AY2 / & AH AYl AY2 / & AO AY1l AY2 / & AR
AYl AY2 / & AW AYl AY2 / & AX AYl AY2 / & AXR
AY1l AY2 / & AYl AYl AY2 / & DH AYl AY2 / & DX
AYl AY2 / & EH ayl AY2 / & EL AYl AY2 / & ER
AYl AY2 / & EY aYl AY2 / & EYR Ayl AY2 / & F
AY1l AY2 / & HH AYl AY2 / & IH avyl ay2 / & IR
avl ayY2 / & IX AYl AYZ2 / & 1Y AYl AY2 / & L
AYl AY2 / & M AYl AY2 / & N AY1 AY2 / & NX
AYl AY2 / & OR AYl AY2 / & OW AYl AY2 / & OY1
AVl AY2 / & R AYl AY2 / & 8 AYl AY?2 / & SH
AYl AY2 / & SIB ayl av2 / & SIC AYl AY2 / & SID
ayYl AY?2 / & SIG AYl AY2 / & SIJ AYl AY2 / & SIK
AYl AYz / & SIP aAYl AY2 / & SIT AYl AY2 / & TH
AYl AY2 / & UH AYl AY2 / & UR AYl AY2 / & UW
AYl AY2 / & V AYl AY2 / & W ~Yl AY2 / & ¥
AYl AY2 / & YU AYl AY2 / & 2 AYl AY2 / & ZH
AY2 -~ AYl & AY2 AA / AY1l & AY2 AE / AY1l &
AY2 AH / AYl & AY2 AQO / AY1l & AY2 AR / AY1l &
AY2 AW / AYl & AY2 AX / AYl & AY2 AXR / AY1l &
AY2 AYl / AY1l & AY2 DH / AY1l & AY2 DX / & AY1L
AY2 EH / AYl & aY2 EL / AY1l & AY2 ER / AYLl &
AY2 EY / AY1l & AY2 EYR / AYl & AY2 F / AY1l &

AY2 HH / AYl & AY2 IH / AYl & AY2 IR / AY1l &
AY2 IX / AY1l & AY2 1Y / AY1l & ay2 L / AY1l &

AY2 M / AYLl & AY2 N / AYl & AY2 NX / AY1l &
aAY2 OR / AYLl & AYZ2 OW / AYl & AY2 OY1l / AY1l &
AYZ2 R / AYL & AY2 S / AY1l & AY2 SH / AYl &
AY2 SIB / AYl & AY2 SIC / AY1l & AY2 SID / AY1l &
AY2 SIG / AYl & AY2 SIJ / AY1l & AY2 SIK / AY1l &
AY2 SIP / AYl & AY2 SIT / AYl & AY2 TH / AY1l &
AY2 UH / AYl & AvV2 UR / AYl & AY2 UW / AY1l &
AY2 Vv / AY1l & AY2 W / AY1l & AY2 Y / AY1l &

AY2 YU / AYl & AY2 2 / BAYLl & AY2 ZH / AY1l &

73
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B - / SIB & B AA / SIB & B AE / SIR &
B AH / SIB & B AC / SIB & 3 AR / ST3 &
B AW / SIB & B AX / SIB & B AXR / 3IB &
B AYl / SIB & B EH / SIB & B EL / SIB &
B EM / SIB & B EN / SIB & B ER / SIB &
B EY / SIB & B EYR / SIB & B IH / SIB &
B IR / SIB & B IX / SIB & B Iy / SIB &
B L / SIB & B OR / SIB & B OW / SIB &
B OYl / SIB & B R / SIB & B UH / SIB &
B UR / SIB & B UW / SIB & B YU / SIB &
B#DH / SIB & B4#F / SIB & B#HH / SIB &

B#M / SIB &
B#S / SIB &
B#SIC / SIB &
B#SI1J / SIB &
B#SIT / SIB &
B#w / SIB &
B4#ZH / SIB &

B#N / SIB &

B#SH / SIB &
B4SID / SIB &
B#SIK / SIB &
B#TH / SIB &
B#Y / SIB &

CH - / SIC &

B#L / SIB &
B4R / SIB &
B#SIB / SIB
B#SIG / SIB
B4SIP / SIB
B#V / SIB &
B#2 / SIB &

2 @

ST T T T

C ey e

CH AA / SIC & CH AE / SIC & CH AH / SIC &
CH A0 / SIC & CH AR / SIC & CH AW / SIC &
CH AX / SIC & CH AXR / SIC & CH AYl / SIC &
CH ER / SIC & CH EL / SIC & CH EM / SIC &
CH EN / SIC & CH ER / SIC & CH EY / SIC &
CH EYR / SIC & CH IH / SIC & CH IR / SIC &
CH IX / SIC & CH IY / SIC & CH OR / SIC &
CH OW / SIC & CH OYl / SIC & CH UH / SIC &
CH UR / SIC & CH UW / SIC & CH YU / SIC &
CH&DH / SIC & CH#F / SIC & CH#HH / SIC &
CH#L / SIC & CH#M / SIC & CH#N / SIC &
CH#$R / SIC & CH#S / SIC & CH#SH / SIC &
CH#SIB / SIC & CH#SIC / SIC & CH#SID / SIC &
CH#SIG / SIC & CH#SIJ / SIC & CH#SIK / SIC &
CH#SIP / SIC & CH#SIT / SIC & CH4#TH / SIC &
CH#V / SIC & CH#W / SIC & CH#Y / SIC &
CH#Z / SIC & CH#ZH / SIC & D - / SID &

D AA / SID & D AE / SID & D AH / SID &

D AO / SID & D AR / SID & D AW / SID &

D AX / SID & D AXR / SID & D AYl / SID &
D EH / SID & D EL / SID & D EM / SID &

D EN / SID & D ER / SID & D EY / SID &

D EYR / SID & D IH / SID & D IR / SID &

D IX / SID & D Iy / SID & D OR / SID &

D Ow / SID & D OYl / SID & D R/ SID &

D UH / SID & D UR / SID & D UW / SID &

D W/ SID & D YU / SID & D#DH / SID &
D#F / SID & D#HH / SID & D#L / SID &
D#M / SID & D#N / SID & D#R / SID &
D#S / SID & D#SH / SID & D4SIB / SID &




Report No. 4414 Bolt Beranek and Newman Inc.
D#SIC / SID & D#SID / SID & D#SIG / SID &
D#SIJ / SID & D#SIK / SID & D#SIP / SID &
D#SIT / SID & D#TH / SID & D#V / SID &
D#W / SID & D&Y / SID & D#2Z / SID &
D#ZH / SID &
DH - DH AA DH AE DH AH DH A0 DH AR
DH AW DH AX DH AXR DH AYl DH EH DH EL
DH EM DH EN DH ER DH EY DH EYR DH IH
DH IR DH IX DH 1Y DH OR DH OW DH OY1l
DH UH DH UR DH UW DH YU DH#DH DH#F
DH#HH DH%#L DH#M DH#N DH#R DH#S
DH#SH DH#SIB DH#SIC DH#SID DH#SIG DH#S1J
DH#SIK DH#SIP DH#SIT DH#TH DH#V DH#W
DH#Y DH#2Z DH#ZH DX AA DX AE DX AH
DX AO DX AR DX AW DX AX DX AXR DX AY1l
DX EH DX EL DX EM DX EN DX ER DX EY
DX EYR DX IH DX IR DX IX DX 1Y DX OR
DX OW DX OY1l DX UH DX UW EH DH EH DX
EH EL EH F EH HH EH L EH M EH N
EH NX EH R EH S EH SH EH SIB EH SIC
EH SID EH SIG EH SIJ EH SIK EH SIP EH SIT
EH TH EH V EH W EH Y EH 2 EH ZH
EL - EL AA EL AE EL AH EL AO EL AR
EL AW EL AX EL AXR EL AYl EL EH EL EM
EL EN EL ER EL EY EL EYR EL IH EL IR
EL IX EL Iy EL OR EL OW EL Oyl EL UH
EL UR EL UW EL YU EL#DH EL#F EL#HH
EL#L EL#M EL#N EL#R EL#S EL#SH
EL#SIB EL#SIC EL#SID EL#SIG EL#S1IJ EL#SIK
EL#SIP EL#SIT EL#TH EL#V EL#W EL#Y
EL#2 EL#ZH EM - EM DH EM F EM HH
EM L EM M EM N EM R EM S EM SH
EM SIB EM SIC £EM SID EM SIG EM S1IJ EM SIK
EM SIP EM SIT EM TH EM V EM W EM Y
EM 2 EM ZH EN - EN DH EN F EN HH
EN L EN M EN N EN R EN S EN SH
EN SIB EN SIC EN SID EN SIG EN SIJ EN SIK
EN SIP EN SIT EN TH EN V EN W EN Y
EN 2 EN 2H ER -~ ER AA ER AE ER AH
ER AO ER AR ER AW ER AX ER AXR ER AY1
ER DH ER DX ER EH ER EL ER ER ER EY
ER EYR ER F ER HH ER IH ER IR ER IX
ER IY ER L ER M ER N ER NX ER OR
ER OW ER 0OY1 ER R ER S ER SH ER SIB
ER SIC ER SID ER SIG ER SIJ ER SIK ER S1IP
ER SIT ER TH ER UH ER UR ER UW ER V
ER W ER Y ER YU ER 2 ER ZH EY -~
EY AA EY AE EY AH EY AO EY AR EY AW
7%
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EY AX EY AXR
EY EL EY ER
EY IH EY IR
EY N EY NX
EY S EY SH
EY SIJ EY SIK
EY UR EY UW
EY 7 EY 7H
EYR HH EYR L
EYR S EYR SH
EYR SIJ EYR SIK
EYR W EYR Y
F AE F aH

F AXR F Ayl
F ER F EY

F IV F L

F UH F UR
F#HH F#L
F4SH F4SIB
F#SIK F4SIP
FéY F4Z

G - / SIG &

G AH / SIG &

G AW / SIG &

G AYl / SIG &

G EM / SIG &

G EY / SIG &

G IR / SIG &

G L/ SIG &

G OYl / SIG &

G UR / SIG &

G YU / SIG &

G#HH / SIG &
G#N / SIG &
G#SH / SIG &
G#SID / SIG &
G#SIK / SIG &
G#TH / SIG &
G#Y / SIG &

HH AA HH
HH AX HH
HH EN HH
HH IX HH
HH UR HH
IH EL IH
IH NX IH
IH SID IH
IH TH IH

AE
AXR

EYy AYl EY
EY EY EY
EYy IX EY
EY OR EY
EY SIB BEY
EY SIP EY
EY V EY
EYR DH EYR
EYR M EYR
EYR SIB EYR
EYR SIP EYR
EYR 2 EYR
F AO F A
F EH F E
P EYR F I
F OR F O
F UW F Y
P#M F#N
F4SIC F#S
F#SIT F#T
F#2ZH

G AA / SIG &

G A0 / SIG &

G AX / SIG &

G EH / SIG &

G EN / SIG &

G EYR / SIG &
G IX / SIG &

G OR / SIG &

G R / SIG &

G UW / SIG &
G#DH / SIG &
G#L / SIG &
G#R / SIG &
G4SIB / SIG &
G#SIG / SIG &

G4V / SIG &
G#2 / SIG &
HH AH HH
HH AY1l HH
HH EY HH
HH OR HH
HH W HH
IH HH 1H
IH S 1H
IH SIJ IH
IH W IH
76
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DH
EYR
1Y
oW
SIC
SIT

DX

SIc
SIT
ZH

R

L

H

W

U

ID
H

AO
EH
EYR
oW
YU

SH
SIK

EY DX EV EH
EY F EY HH
EY L EY M
EY OYl EY R
EY SID EY SIG
EY TH EY UE
EY VY EY YU
EYR EL EYR F
EYR NX EYR R
EYR SID EYR SIG
EYR TH EYR V
F - F AA

F AW F AX

F EM F EN

F IR F IX

F oYl F R
F#DH F&F
F4R F#S
F4SIG F4#SIJ
F4V F#W

G AE / SIG &

G AR / SIG &

G AXR / SIG &

G EL / SIG &

G ER / SIG &

G IH / SIG &

G IY / SIG &

G OW / SIG &

G UH / SIG &

G W / SIG &

G#F / STG &

G#M / €TG &

G#S / SIG &

G#SIC / SIG &
G#SIJ / SIG &
G#SIT / SIG &
G#w / SIG &

G#7ZH / SIG &

HH AR HH AW
HH EL HE EM
HH IH HH IR
HH OY1l HH UH
IH DH IH DX
TH M IH N
IH SIB I4H SIC
IH SIP IH SIT
IH 2 IH ZH
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IR DH IR DX IR EL IR F IR HH IR L
IR M IR N IR NX IR R IR S IR SH
IR SIB IR SIC IR SID IR SIG IR SIJ IR SIK
IR SIP IR SIT IR TH IRV IR W IR Y
: IR 2 IR ZH IX DH IX EL IX F IX HH
£ IX L IX M IX N IX NX IX R IX S
2 IX SH IX SIB IX SIC IX SID IX SIG IX S1J
IX SIK IX SIP IX SIT IX TH IX V IX W
IX Y IX 2 IX ZH Iy - 1Y AA IY AE
IY AH 1Y AO IY AR IY AW IY AX IY AXR
IY avl IY DH Iy DX IY EH IY EL 1Y ER
IY EY IY EYR IY F IY HH 1Y IH Iy IR
IY IX IY 1Y Iy L IY M IY N IY NX
IY OR IY OW 1y oyl IY R IY S 1Y SH
1Y SIB 1y SIC IY SID 1Y SIG IY SIJ IY SIK
1Y SIP 1y SIT 1Y TH 1Y UH IY UR Iy UW
1Y V Iy W 1y Y IY YU 1Yy 2 IY ZH
JH - / SIJ & JH AA / S1J & JH AE / SIJ &
JH aH / SIJ & JH AO / S1J & JH AR / SIJ &
JH AW / SIJ & JH AX / SIJ & JH AXR / SIJ &
‘ JH AYl / SIJ & JH EH / SIJ & JH EL / SI1J &
! JH EM / SIJ & JH EN / SIJ & JH ER / SIJ &
JH EBY / SIJ & JH EYR / SIJ & JH IH / SIJ &
JH IR / SIJ & JH IX / SIJ & JH IY / SI1J &
JH OR / S1J & JH OW / SIJ & JH oYl / SIJ &
JH UH / SIJ & JH UR / SIJ & JH UW / SIJ &
JH YU / SIJ & JH4DH / SIJ & JH#F / SIJ &
JH4HH / SIJ & JH#L / SIJ & JH#M / SIJ &
JH$N / SIJ & JH#R / SIJ & JH#S / SIJ &
JH#SH / SIJ & JH#SIB / SIJ & JH#SIC / SIJ &
JH$SID / SIJ & JH#SIG / SIJ & JH#SIJ / SIJ &
JH4SIK / SIJ & JH4SIP / SIJ & JH#SIT / SIJ &
JH4#TH / SIJ & JH$V / SIJ & JHEW / SIJ &
JH#Y / SIJ & Ju#Z / SIJ & JH#2ZH / SIJ &
K - / SIK & K AA / SIK & K AE / SIK &
K AH / SIK & K A0 / SIK & K AR / SIK &
K AW / SIK & K AX / SIK & K AXR / SIK &
K AYl / SIK & K EH / SIK & K EL / SIK &
K EM / SIK & K EN / SIK & K ER / SIK &
K EY / SIK & K EYR / SIK & K IH / SIK &
K IR / SIK & K IX / SIK & K IY / SIK &
KL /S SIK & KL / SIK & K OR / SIK &
K OW / SIK & K OYl / SIK & KR/ S SIK &
K R / SIK & K UH / SIK & K UR / SIK &
K UW / SIK & KW/ S SIK & K W/ SIK &
K YU / SIK & K#DH / SIK & K4F / SIK &
K4HH / SIK & K4L / SIK & K4M / SIK &
K4N / SIK & K4R / SIK & K#S / SIK &
77
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K#SH / SIK & K#SIB / SIK & K$#SIC / SIK &
K#SID / SIK & K#SIG / SIK & K#SIJ / SIK &
K#SIK / SIK & K#SIP / SIK & K4SIT / SIK &
K#TH / SIK & KV / SIK & K#W / SIK &

K#Y / SIK & K#2 / SIK & K#ZH / SIK &

L AA L AE L AH L AO L AR L AW

L AX L AXR L AYl L EH L EL L EM

L EN L ER L EY L EYR L IH L IR

L IX L IY L OR L OW L OoYil L UH

L UR L UW L YU M - M 2A M AE
M AH M AO M AR M AW M AX M AXR
M AYl M EH M EL M EM M EN M ER

M EY M EYR M IH M IR M IX M TY

M OR M OW M OYl M UH M UR M UW

M YU M#DH M#F M#HH M#L M#M
M#N M#R M#S M#SH M#SIB M#SIC
M#SID M#SIG M#S1J M#SIK M#STIP MESIT
M#TH M#V M#wW MY M#Z M#ZH

N - N AA N AE N AH N AO N AR

N AW N AX N AXR N AY1 N DX N EH

N EL N EM N EN N ER N EY N EYR
N IH N IR N IX N IY N OR N OW

N 0Oyl N UH N UR N UW N YU N#DH
N§F N#HH N#L N#M N#N N#R
N#S N#SH N#SIB N#SIC N#SID N4SIG
N#SIJ N#SIK N#SIP N#SIT N#TH WE AV
N#W N#Y N#2Z N#ZH NX - NX AA
NX AE N¥X AH NX AO NX AR NX AW NX AX
NX AXR NX AY1l NX EH NX EL NX EM NX EN
NX ER NX EY NX EYR NX IH NX IR NX IX
NX IY NX OR NX OW NX 0OY1l NX UH NX UR
NX UW NX YU NX#DH NX#F NX#HH NX#L
NX#M NX#N NX#R NX#S NX#SH NX4SIB
NX#S1IC NX4SID NX#S1IG NX4SIJ NX#SIK NX4SIP
NX#SIT NX#TH NX#V NX4W NX#Y NX#2
NX#ZH OR DH OR DX OR EL OR F OR HH
OR L OR M OR N OR NX OR R OR S
OR SH OR S1IB OR SIC OR SID OR SIG OR S1J
OR SIK OR S1IP OR SIT OR TH OR V OR W
OR Y OR 2 OR ZH ow - OW AA OW AE
OW AH OW AO OWw AR oW AW ow AX OW AXR
OW AY1 OW DH Oow DX OW EH OW EL OW ER
OW EY OW EYR oW F OW HH OW TH OW IR
ow IX oW IY OW L ow M CW XN OW NX
OW OR OW OwW oW 0ovl OW R OW & OW SH
OW SIB oW S1IC oW SID OW SIG OW S1J OW SIXK
Ow S1P OW SIT OW TH OWw UH OW UR oW Uw

: ow v oW W ow Y OW YU Ow 2 ow ZH
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oYl oY2 / & - oYl oY2 / & AA oYl 0Y2 / & AE
oyl oY2 / & AH oYl oy2 / & AO ovl OY2 / & AR
oYl 0Y2 / & AW oYl oy2 / & AX oYl ov2 / & AXR
oYl 0Y2 / & AYl oYl oY2 / & DH OYl OY2 / & DX
oYl 0Y2 / & EH oyl oY2 / & EL OYl OY2 / & ER
oYl 0Y2 / & EBY oYl oY2 / & EYR oYyl oy2 / &« F
OYl OY2 / & HH oYl oy2 / & IH oYl ov2 / & IR
oYl 0Y2 / & IX oyl oY2 / & 1Y oYl oY2 / & L
oYl 0Y2 / & M oYl 0Y2 / & N oYl oY2 / & NX
oYl OY2 / & OR oYl OYZ2 / & OW oYl oOY2 / & OY1l
oYl 0Y2 / & R oYl oY2 / & S OoYl ov2 / & SH
oYl 0Y2 / & SIB oyl oy2 / & SIC oYl oy2 / & SID
oYl 0ov2 / & SIG oYyl 0oY2 / & S1IJ oYl oy2 / & SIK
oYl oy2 / & SIP oyl oy2 / & SIT oyl ov2 / & TH
oYl OoY2 / & UH oYl o¥Y2 / & UR oYl oy2 / & UW
oYl OY2 / & V oYl oY2 / & W oYl oY2 / & Y
oYl 0Y2 / & YU oYl OY2 / & 2 oYl 0Y2 / & ZH
oY2 -~ oYl & 0Y2 AA / OYLl & oY2 AE / OYl &
0OY2 AH / OYl & 0oY2 A0 / OY1 & 0oY2 AR / OY1l &
0Y2 AW / OY1l & 0Y2 AX / OY1l & 0Y2 AXR / OY1l &
0Y2 AYl / OY1 & 0Y2 DH / OY1 & OY2 DX / OYl &
0Y2 EH / OY1l & 0Y2 EL / OY1l & 0oY2 ER / 0OY1 &
0Y2 EY / OYLl & OY2 EYR / OY1l & OY2 ¥ / OYl &
OY2 HH / OY1l & oY2 IH / OY1l & 0oY2 IR / OY1l &
0Y2 IX / OY1l & oY2 1Y / OY1l & 0oY2 L / OY1l &
oY2 M / OYl & 0Y2 N / 0OY1l & 0Y2 NX / OYl &
0Y2 OR / OY1l & oY2 Oow / OY1l & oY2 oYyl / OY1l &
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APPENDIX C

AN ADAPTIVE-TRANSFORM BASEBAND CCDER

£ the 97th Meeting of the Acoustica.

(Proceedings O
377-380, June 197%:

Society of America, pPD-.
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AN ADAPTIVE-TRANSFORM 3ASEBAND .CDER
Mianael Zercut: agg soan Magaoul 3olt 3eranex ana Yewman Inc., Camoricge, MA 1Z°:E

27 a vasepand eder, tne hasepand nay %e Ioded 1n 3 auaper if
Inis caper, we lescribe oding of the zasepang P residual ising
2eaing  ATC). At the receiver, highe{reguency regeneratiln .3
recent.ly leveloped zethod 3f specctral Juplicaticn. Zare s <aken
harmonis structure 13 not interrupteg 38 3 resuit of the spectral
The rasulls are ccompared to Sizme-domain 29ding 3f tne dasesand res

e

- - ~r S~

&0, were criginall

. Inannel 1IRG aomcacrgaLls
Tive alternatives at 3ata ratas

Saseband <Jocders, or «hat are «newn alsd  as YL seers
sroposed as 3 2Qmprosdise Detween pitcheexcited :gders .S bl

vceoders) and waverorm coders. Today, nasepand cocers 4
in tae range %.4=3.5 Kkb/s. This range of 33ty rites o
acdems are now 3vailiable that operite reliably in =hat range

B G

Zelcw, «e 3nall issume that, it  the

P - receyver, the synthesizer sbevs :re
FLat SPES'RUM EXCITATION SPECTRALY ywryeric feneral synthesis zcdel snown Ln Tig.

EXCITATIGN SHAPING latoom—iign r 2 22 -he  figure, the  syntnetiz  zar

GENERATOR SIGNAL FILTER SPEECH reccnstructed speech signal T iz

u(*) Jenerates as the resuit o anpiying 1

tidle-varying sxcitaticn signal uit,  as

Fig. 1 3asic synthesis model for daseband coder. iput 5 3 iize-varying Spectra. snaping

filter. The apectril envelope 3f she ox-
2itation is assumed to te flac, so that the spectral enveicpe <of the synthetic sSpeecnh is
jeter=ined completely Dby the spectral shaping filter. The parameters cf tne =odel, i.e., %ne
excitation and tihe filter, musat be computed and iransmittad periocdically Dy the transzitter.
Those parameters -hat represent the speech spectrum, denhoted 3is spectral garameters, are >omputeq,
guantized and cTransmitted avery 15-30 m:s. In 2 Saseband 2oQer, 3 low-{requency porsicn f the
axgitaticn, <nown as s Qaseband, is transmitted and used 3t the ~receiver 0 regenerate ne
nigh-{requency porcica of cne =xcitatiosn., The sum of the transaitiied casepand and ine regererated
nign-{requency sand constitute the excitation u(:; <o the syntnesizer.

In 3 bSasedand coder, synthetic speecn juality is deterained oy faur lacters: a) widtn of ne
Jasepand, ) coding of the paseband, c¢) estimation ana 20ding of spectral ‘tarageters, anc 1) the
aigh-freguency ~egeneration (dFR) mecthod employed. In thi3l paper we 3nall loncentrate 2aianly n
the second and fourth? factors. :

A lesidual-cxcived Sasepand Jodec

Figure 2 shows the transmifter portion 3f 3 4digital dasenand :cger, oased sn 3 linear
srediction {LPC) representatiscn., The speech signal 3(%)., samplea at 2w Hz, is filtered witn “he
LPC inverse filter A(z) -0 produce the residual wavefarm 2(t;. The subsequent 20daing = 2.%. =ay
28 quice simple, using adaptive guantization (APTM), :or 3ay %Se aore complicated. =2zp.cying
agaptive predictive coding (APC), ar sub=band 209ing (SBC) techniques. In this paper, we :rcpose
the .se of Adaptive Transform Coding (ATC) zecanigues [9,°C,'". to 2:cde -he basepand residual.
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ANALYSIS X
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3. 1 Transmitter Sor adapcive-cransiorm >aseband coder.

AS snown I fig. 2, the iiserets cosine transfora (OCT) f tne residual e, i3 obtalned ang
doded using TC -echnigues. The necessary lowpass - or tandpass! cperation needeq o resain o
Low freguency scersion of wne residual {8 not snown axplicicly ia tne figure, siance (T t2n e Iicne
lirectly .n the :o%ige sransfora domain. Jnly the hasepand forsicn sf the tranafira LS 2cceo ing
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cransartiecd.  The methcd of 20ding 1S 2xplained in tne nex:t
31}, tne wasks are <3 ragenerate the high-frequency fortic:
cerform an inverse 0sine sransformation, and 3yntnesize ine o
Fig. 1.
3
. DECODING . INVERSE | uiny [ SITRETRC
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Tiz. 3 Receiver for adaptive-transform bdaseband :toder.

“a & Sadtn cma Qae -

Adaptive ctransfora coding has been recently 2nown o e i af"::enc TeInee i o
transmission of the speecn signal (9, '0,11), However, -ne availaple ATC 3ethcas  fe3l  <ut ]
cransform of the speecn signal itself rather than that of the resicdual. .uere ire zeveri. reason
ty prefer using ATC to code the residual rather than the speocn signal. Cne lzportant reassn L
that the synthesis fiiter 1/A(z) (see Fig. ) samcoths “he possible Jrame-boungary 1.sccolinulilie
saused by quantizacicn. Thus no overlap jetdeen {rames :is e*essar/ ae ave vepiliag the icov
atatement axyerimentally for the l2ase of the dasednand zccer. In t:ire, We aCpe I reacn
similar conclusion for the full-band case. IJther advantages ng§ ATC -3 :cde “ne Yaselan:
residual 3re zenticned later in this secticn.

]

AZC 2of speoch. ‘Yere, we briefly review ATC of speecn and Zive 1t 1 new intergreratiln, JnLln
“e use %o .ntroduce the changes <hat are necessary for usisg ATZ 2 icce me mesidual.

lJaxiziz ne

te sncwn Lnat ne

In quantizis scheges, an oSften usead rerfsraance i

snal-to-guantizatisn-noise <($/Q) ratic, for a fixea numoer @
3/G ratio is maximized Sy gquantizing each of the <Iransfora ICT)
auagcization  4ies gize, ind wnere the availaple oits are ;r allccate:  wmeng  tne
coeffizients. The illocation of bits (or quantizer levels) sepend scdel =
specstrum <hat s amployed. it can bSe snown that, wnen the ~Jmce— ’ .evels iseq
proportional %9 the nagnitude of the spectral model, the gain in 3,3 af
speech, is aquali o the ratio of the arithmetic mean to ine gecmerric lean of the
speecn, 2 300d Zodel to use consists of 1 smooth spectral (LPC, envelrce inc 1 zarzoall
to model pizen ‘0],

isin8 tne  zage

An alternate way of viewing cthe gJuantization process 11 ATC s tO issude tnat we Sirss
"nornaiize"” the CCT 2ceffizients by dividing -hem Dy =ne corresponcing zagnituce 3f the spectri.
rodel. Then, to achisve the same 3/Q 33 before, We Just use the same .2vels . nudder s3f 3its. as
in she son-normaiized case, but W& 2ust yary the ,uan:;:at.on step-size fir eacn oefficisant o e
.nl:;;g;‘ sroportional to ne spectral zodel ampiitudes at that frecuency. This alternate view

C paves tne way for using ATC in coding the residual.

2. 0L =ne ~asisual.  The DCT of the residual can bde scnsidered =2 be 2guivaient o :ne
"noramalized” JCT of speech. The reason is that inverse [llterin in  tne time Izmaln .S
approxidateiy 2quivalent in the “ransfor® demain o iivicding :the OCT scefficients of the speecn Iy
<he magnitude 3f -he _7C spectral envelope. Thersfore, by using the same numoer of 5its i1llocatec
at each frequency 1S in :he usual ATC case, and varying :he step-size for eacn JCT coeffizient .2
sroportion o the lagnitude spectrum of the LPC ijverse Tilter, cne zaintains the same 3.{ ~atl
38 in ATC of the speech.

2 recent sxperiments [ 12] with the baseband cocer, we Jused APCM <z code e  basepancd
residual. In chese experizents, We were able %0 determine that scme of the roughness 1a “ae
reconstructed speech signal was due to guantization noise. We [2el <hat in our preposed  taseoand
coder, ATC <f che aseband will provide a3 sufficient increase in 2,{ sver APCM 0 nels eiizinate
che roughness caused by juantization noise. We shall also incorpcratle spectral nolse snapging ont
she 3esign of “he system, as has deen done on the full-dand speech (‘0,1 .,

4e a0te here that che proposed scheme s 3 requency-domain cder, and taus. Lt
aicely <o %he pitcheadaptiva HFR zethod to Sa I{scussed in the nex:t section. i furcher
of the proposed scneme is *hat it L3 applicable 5o the full-dand resigual, sr any zortizn
Thus, it lends itsell Juite easily t0 situaticns whnere i Jullirate system L5 lesirec.
fill-pand case, <he c:ransmission rate s 16 Kd/S. For  ldwer rates, 3nly 3
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SiTeralas

., 4rier

transmitted. he widtn o the Dasepand L5 leterdineq Sy tae lnann2el
are icaleved 2y Lacreasing or lecreasing the numper 3¢ transmitsed
Sr narrover casepands. we plan tO tesSt Jur scneme in 31 Buitirite 2aviconzment,

q4 Tmanpana 3

nerarsA

It is well-xnown that if the D33seband 2as 21ther the volle undazental or 3t .2ast IWO
adjacent zarmonics, 3 waveform containing all  the nraracnicss of voeiced ilnput 3peecn  apn  de
Zenerated 5oy Jeeding the naseband signal to an instantaneocus, zerod-gemory., aconlinear Zevize. 4
traditicnal appreacn ised in the past to provide the requizite anonlinearity 2as ceen scze Jira X
wavefora rectirication. we have presented 2lsewnere [ 3 3 new ZFR method caseq n iupiizaticn 3
th daserand spectrum. in  particular, wWe presented -iRe~-domzin Systems Shal perdirm speciri
dupiication in 2acn of twWo ways: (2a) 3Spectral folding, and < 5) spectral  transligzticn. 7ig.
{llustrates ctne effects of the Iwo a;echods. In the figure. 4 cenotes -“he -otal input sancwictih
anad 3 lenotes ine width of the basevband, with Wsil3, wnere L 13 an .nteger.

Cur =2xperience with the apove aentioned

integer-band speccral Jduplization detrods 1s -hat
‘; they do 1ot sSeem “C  :ause any serceptisla
(2, i 4//\\\ rougnness, 18 is the case Jitn  <aver
. rectification metnods. dcwever, scme lowel

-8 5] 3 osackground topnes are 1udible with the new HFR
nethods. A possidble reason r the existence of
these background tones 1s the fact <hat  the
hnarsonic structyre s interrupted at zultiples of

the baseband width 8 Hz. Therercre, e

B hypothesized that the tones Jould be 2. 3irnatec dy
’ ‘//T\\\ AJ//F\\ adlusting the widtn 3 of o Jaseband - Se i
auilziple of the picch funcamental freguency c-n a

-n -23 -3 QJ 8 28 W=3B shortetera 5asis. Such 3 scrnede wou.d regquire in

enoraous amount of 2cmputaticn Lf Lt were o Je
izplemented in the :time dcmain. 2elow, <&  srall
axplain a frequency-domain plricn-acaptive spedsril
traaslaticn zetnoa.

,// ///1 The idea nere is based 2n tne fact tnat, in

" ) "~ ) s the ACapgzze-cransfarm tasecand  lccer, tne

W 8 3 0 3 28 A=38 ocasebana OCT ccmponents caz e 2asily uplicatec

at aigner frequencies, 2 cotain <che fulledang
excitation signal. In crder not <o interrupt the

- . . Vo= 3 sTestr: . S o 5 :

Fede :; -a;ebznu:s;f- ?33 1din aarmonic structure of the 2xcitatisn signal. an
S) i-fapc speciial old.nd estimate of the piizh ust Je used. .n lase ine
&. I-tand spectT “TaKs.atzon. spectral zodel at the <tranamitter maxkes ise o7

pitch, the value or piten 1S trapsmittec ang .S
~eadily availadle at tke receiver. Otherwise, the recelver 2an eas..y 2xtrict 3 pitah va.ue frem
the received -asepand, 2.Z., by detecting the Location of the peak or “he autocorrelation :f <re
Saseodand. dith pitsh «nown, the receiver extracts 3 sudbinterval 3f the casedand oa:2:2:08 ac
integer numcer S5 harmonics. The chosen suybinterval is Jupiicated .transiated’ at ~“igner
frequencies, 33 2any tizmes 18 necessary, to ill the aissing {requency :cmponents.

For volced sounds, we found that good perceptual results are obtained wnen tne sutlnterval
axtends Trzm the spectral valley just before the flrst harfwonic o the valley }ust 3fter <nhe last
somplete naraonic present in the basepand. The upper f{reguency edge of the suzinterval .= I Hz,
and is pitch-dependent. Ffor unvoiced sounds, the sudinterval zonsists of the wncle dasebanc, .2ss8
Lts Swo and poiats: the 4.:. scaponent and the zcaponent 3t 3 Hz., Following the HFR  process, an
inverse DCT yields the full-band time-domain excitation signal %0 de applied ¢ “he syntnesis
filzer 1/7A(2). #e note nere that the effective bdasedband widih s C«<B. The receirvec freguency
:omponents detween C and 3 are discarded, and those Detween C and W are regeneriated.

Jne possible axtension of the above dJescribed HFR method is %o let the tranamitter locate and
axtract =he subinterval of th Saseband. n such 3 ase the transmitted hasedanc <Joull Se
pltch-adaptive angd of width C Hz.

A second, and perceptually zmore important extension of the aethod, Jroviles for 2 Dletler
aslacement >f the frequency-translated intervals. In the above lJescribed zethea >f HFR, we i1ssumec
that the spectrum >f voiced sounds Ls periodic in frequency. Jowever, we «<now that speecn sgecsira
are not exactly harmonic in structure. To “ake iatd aclount the (rregularities 3f Lie speec:
spectrum, we shift the high-frequency interval iround iis nominal pesiticn, .o such 1 zanner as =2
Jacsh. 43 Yest as possible, the corresponding original OCT ccmponents af the full-band residua..
This casx .3 ione at the transmitter wnere -he DCT 5f the full-dang .s avallabie. Firs:, -fe
shosen subinterval L3 translated o its acminal nigne{requency ositicn. Then, it .S
ross-correlated with ‘he orresponding 2CT :cmponents 35 e full-band ~esiiual. The "sgtizal”
wccation is then shosen %o e it “he scsitive zaxizum ralue :f <he iross-correlazion. shan snore

orreiation .ags are onsidered, i.e., dDetween 3 and I, “he 1gditicnal 08T 18 Sn.y I dits oo
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2acn  frequency-translate¢ intervai. The transmitted .o

o tion .nQilates 0 tne recelver wnere
%0 place the dasebang sutincerval in the aigh requency regl

a
n, relative O i3 <ominal poOSLILON.

Jmalimynapmy

We save implemented 3 preliainary versicn of the sropesea -dapc ve=-transfara daseband :oder
and sinulated {ts operation at a transmission rate of 2.3 «d/s. For lnputs at 3 sampilng rate  of
3.37 xHz, «e nave :no0sen the frame size to be 19.2 a3, i.e., 123 samples. at 2acn Srame, 2
128~point JCT of “he residual is obtained, and only the first 43 :1g0efficients 3s1.1 gHz) 2re
retaineq. ln our 2xperimenta thus far, we ¢transmitied :ne casepand residual using APTM
Sarameters 3f tne spectral lodel used during apalysis (LPC ana zain parimeters; are c:ransmitted
separately it the rate of 2.2 kd/s, leaving about 7.3 «b/s for -ne nasepand res:idual.

3

In 3 first experiment, we implemented integer-band spectral translaticn in <he OCT loma:in.
We found the frsquency-domain results o bYe perceptuyally similar o the “ime-dcmain results, with
Lowelevel tones and 0o roughness in the backzround. In a second 2xperizent, we .mplemented the
sroposed pitcn-adaptive HFR methed and found <hat 1t largely eliminates <ne low-level tcnes, DSut
1t introduces a cer%ain amount 2f roughness reminisceat of reccifization. Finally, in 1 <nire
axperigent, we performed the pitch-adaptive HFR method with tne added cross-cerrelation f2ature
for bettar 2pectral duplication. Upon informal listening, we fcund %hat <his system proviles 2
parked improvement in speech guality over the traditional waveform rectification approacn and cver
the non-pitah-adaptive -ize-comain spectral duplicaticn zethods. 4e 2xpect the quality 30 *ne
syntheti: speech to iaprove Jurther when we change the Joding of “he zasecana Iram APTM 3 ATC.

"-n-v usians

In this paper e lescridbed 2n idaptive-transform basebang soder. The sallent leatures >
“nis Joder ire: ‘a} Transmistting the 3CT of the Ddasetand residual, and b)) regenerat:in wn
aissiag  nugn  Ireguency scaponents in 2 pitch-adapc-ve qanner. 3ince the “ransaitted ;:f:r:a::
ls in the {requency comain, the aethcd lands itself very easily =0 <he pitcnh-adaptlve spect
translation =zethed of h;gh-rrequency regeneration. Also, the nethod we escridec for :rzn:f:rm
soding the residual is 3applicable to the fulleband residual, sr any fracticn thereof.
i3 2oder i3 an attractive possibility as a aulili-rate systes.

A\sinowladg=ens

This work was sponscred oy tie Advanced Researan Projects agency ind zeniigrea 3y Rall ETC uncer
contract numoer T19623+78.8-0136.
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A Fast Cosine Transform in One and Two
Dimensions

JOHN MAKHOUL, SsENIOR MEMBER, IEEE

Abstract—The discrete cosine transform (DCT) of an N-point real
signal is derived by taking the discrete Fousier transform (DFT) of a
2N-point even extension of the signal, It is shown that the same result
may be obtained using onfy an N-point DFT of a teordered version of
the original signal, with a resulting saving of 1/2. ( the fast Fourier
transform (FFT) is used to compuie the DFT, the result is a fast
cosine transform (FCT) that can be computed using on the order of
N log,y N real multiplications. The method is then extended to two di-
mensions, with a saving of 1/4 over the traditional method that uses the
DFT.

1. INTRODUCTION

HE discrete cosine transform (DCT) has had a number of

applications in image processing (see (1]) and, more re-
cently, in speech processing [2], [3]. Compared to other
orthogona! transforms, its performance seems to compare
most favorably with the optimal Karhunen-Loeéve transform
of a large number of signal cfasses [2]. (4]. It has been shown
that the DCT of an N-point signal can be computed using a
2N-point discrete Fourier transform (DFT) [4]. Chen et al.
{1] used matrix factorization to derive a special algorithm to
compute the DCT of a signal with V a power 2, resultingina
saving of 1/2 over the previous method when the latter uses
the fast Fourier transform (FFT).! More recently, Narasimha
and Peterson |7] developed 3 method that employs an N-
point DFT of a reordered version of the signal (where N is
assumed to be even), resulting in a similar saving of 1/2. When
N is a power of 2, use of the FFT results in a saving compara-
ble 10 that of Chen eral. [1). However, in the algorithm of
Narasimha and Peterson, one can usc existing software to com-
pute the FFT instead of unplementing a special algorithm for
the DCT.

The algorithm presented here for the 1-D case is essentially
identical to that of Narasimha and Peterson [7].7 Our algo-
rithim is more general in that N may be odd or even. This
generalization and the extension to the 2-D case are facilitated

Manuscript received November 27, 1978, revised Apeil 25, 1979 und
August 28, 1979, This work was suppatted by the Advanced Rescarch
Projects Agency and monitored by RADC/LTC underContract | 19628-
78-C-0136.

The author is with Bolt Beranek and Newman, Inc., Cambridge, MA
021138.

ICheneral. [1] claim a larger saving. However, it in the conventional
method one takes advantage of the fact that the signal is real, then the
saving amounts to only /2.

2{7] was unknuwn to the author when this paper was first sub-
mitted for publication. The author thanks R. Crochiere and the re-
viewers for bringing |7) to his attention. The parts of 1his paper that
overlap | 7] have been retained to enhance the tutorial aspect of ths
paper.

by the view taken that the DCT can be regarded essentially as
the DFT of an even extension of the signal. The generalization
to the m-D case should then be straightforward, with a re-
sulting saving of 1/2™ over the traditional method that em-
ploys the DFT. In [7] the authors mention that the inverse
DCT can be obtained using a number of computations equal
10 that of the forward DCT. Here, we show how this can be
done. Procedures for the forward and inverse fast cosine trans-
forms are presented for easy implemeniation on the computer.

Finally, an appendix is included that presents a method and
associated flowgraphs for efficient computation of the DFT of
a real sequence and the IDFT of a Hermitian symmetric se-
quence. The flowgraphs are believed to be novel. -

11. DiscRETE CosiNE TRANSFORM

To motivate the denvation of the DCT presented below, we
shall first review some basic discrete-tsme Fourier theory.

Let x(n) be a discrete-tume signal and X (w) its Fourier trans-
form. In one definition the cosine transform of x(n) is the
real part of X(w). The real part of X{(w) is also equal 1o the
Fourier transform of the even part of x (1), defined by x () =
[x(#n) +x(-n)}/2 (see [B8), for example). Therefore, the
cosine transform of x(n) is equal to the Founer transform of
xe.(n). Now, if x(n) is causal, i.e., x(n) =0 for n <O, then
x.(n) and, therefore, the cosine transform uniquely specifies
x(n). In that case, x.(n) can be thought of as an even exten-
sion of x(n). Therefore, the cosine transform of a causal x(n)
can be obtained as the Fourier transform of an even extension
of x(n). This viewpoint forms the basis of the denvauon of
the DCT below. :

As an example, Fig. 1(a) shows a causal signal x(n), and Fig.
1(b) shows an even extension of x(n), ), (n) =x(n) +x(-n).
(¥ (n) is equal to twice the even part of x(n).] Another pos-
sible even extension of x(n) is shown in Fig. 1{c), where
va(n)=xn)*+ x(-n - 1). y,(n) is even about the pointn=0
while ¥,(n) is even about 2 = -0.5. The Fourier transform of
vi(n) is real, while the Foutier transform of y,(n) contains a
linear-phase term corresponding 1o the half-sample offset.
Cosine transforms based on y, (1) or y3(n) can be defined and
from which x(n) can be determined uniquely.

In the example above we assumed that the Fourier transform
is computed at all frequencies. In practice, one usually com-
putes the discrere Fourier transform (DFT) at a finite number
of equally spaced frequencies. For tus case, the signal can be
recovered in its aliased penodic foom from the DET {R]. In
attempting to form even extensions of a signal where the ex-
tended signals ase comtrained to be penodic, one has addi-

0096-3518/80,0200-0027500.75 © 1950 IEFE
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Fig. 1. (a) Causal signal x(n).
about n=0.
n=-05.

(b) An even extension of x(n), y(n),
(c) Another even extension of x(n), y;(n), about

tional choices in defining those extensions. As an example,
let x(n), 0K n<N-1, be the sequence given by the four
nonzero samples in Fig. 1(a) (i.e., V =4). Fig. 2 shows four
different even extensions of x(n). v,(n)is a (2.V - 2)-point
even extension; ys(n) and y;(n) are two different QN - 1)
point even extensions; and y4(n) is a 2N-point even extension.
Each of the four extension definitions could form the basis
for a DCT definition. The most common form of the DCT is
the one derived from the 2N-point even extension y,(n) and
is the one discussed in this paper.

A. Forward DCT

We desire the DCT of an V-point real data sequence x(#n),
0€<n<N-1. The DCT is derived below from the DFT of
a 2NV-point even extension of x(n).

Let y(n) be a 2N-point even extension of x (1) defined by:

osn<N-1
Nn2IN- 1.

x(n),

(1
x(2QV-n-1),

y(n)={

Then
YQN-n-1)=y(n). )

Fig. 3(a) shows an example of a signal x(n), and Fig. 3(b)
shows the corresponding even extension ot x(n) as detined in
(1). Because ol the minus 1 on the lefti-hand side ol (2). » (1)
is not even about V and, theretfore, will not have a4 real DFT, as
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we shall see below.
The DFT of y(n) 1s given by
V-1 nk
Y(k)= Z y(m) Wy 3)
n=0
——

T
ﬁmm?w!mﬂh |
ATTR
At Tt
ettt
11 T,
'] Hh?ﬂ“”?:ﬂr?iiz@"“?"

(d)

Fig. 2. Four different periodic even extensions of the nonzero x(n)
samples in Iig. 1(a). (a) y,(n) is a (2.V - 2)-point even extension.
(b) and (c) vi(n) and y3(n) are two different (2V - 1)-point even
extensions. (d) v4(n) is a 2.V-point even extension. The DCT dis-
cussed in this paper is denved trom the 2A-point even extension
Yaln).

where

w" = e-[2n/M.

(4)
Substituting (1) in (3), we have:

-1 28 -1
Y(ky=3 x(mWis+ 3 x(IN-n- 1) Wik,
n=y

n=0

By chuanging the summation variable in the nght-hand term,

noting that l$'22f'y"v =1 for integer m, and facturing out w;f‘\(:,
we have
N-1 )
Yk =W S xm Wit il s witkw M5
neo
The expression in (5) may be written 1n two ways’
] R Nl a2+ Nk
Yik)= Wz.:’z 1Y xtn)eus — W
n=0 =
OSKk<€IN 1 (6)
or
4 Vol
Yik) =Wy 2 Re [w,‘{(- Y oo w;‘,(‘].
n=0
0<Ah=<2V-1 (M
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Fig. 3. (a) Original signal x(n), 0 < n< N - 1.
extension of x{(n), yin).
parts vin) and win).

(b) A 2N-point even
(¢) Division of y(n) into its even and odd

By defining the DCT of x(n) as 3

C(k)=2:’2::: x(n)cosl(—:*nﬁ%uﬁ. 0KKk<N-1, (8)
we have, from (6) and (8),

Y(k) = W;p Clk) (9a)
or

Ck)= Wil Y(k) (9b)
and, from (7) and (9a),

C(k)=2Re [w,",{,2 N)f' x(n) w;‘,’(,]. (10)

n=0

Equation (9) specifies the relationship between the DCT of a
sequence and the DFT of the 2N-point extension of that
sequence. Note that C(k) is real and Y (k) is complex. Y(k)
would have been equal to C(k) had the sequence y(n) been
delayed by half a sample, in which case y(n) would have been
truly even.

Therefore, the DCT of x(n) may be computed by tuking the
’Nlpmnz DFT of y(n), as in (3), and muhiplying the result by

Wix . asin (9b). From (10) we see that the DCT may also be

3The DCT detinition here is slightly different from other definitions
{4}, mainly in the refative amplitude of C(0) to that of other terms;
also, we do not use an orthonormalizing factor. The range on k is the
same here as in the literature; however, in this paper we shall also make
use of C(V), which, from (8), is equal to zero always since the cosine
term is zero fork =N

¥{n), respectively.
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obiamed by taking ihe 2N-point DFT of the original sequence
x(:) with NV zeros appended to it, multiplying the result by
Wz‘,(,z. then taking twice the real part. The latter method has

been the one in common usage [4].

B. Inverse DCT

Again, we shall derive the inverse DCT (IDCT) from the
inverse DFT (IDFT). The IDFT of Y (k) is given by

yin)= z: Y (k) Win¥. ay
k<0
Since y (1) is real, Y (k) is Hermitian symmetric:
Y(Q2N - k) = Y (k). (12)
Furthermore, from (7), it is simple to show that
YWN)=0. 13)
Using (12) and (13) in (11), one can show that
0<a<2N-1. (14)

Substituting (9a) in (14) and using (1), we have the desired
IDCT

ﬂ(?.n + 1)k
2N ’

0<n<N-1. (15)

Equations (8) and (15) form a DCT pair. Given C(k), x(n) is
retrieved by first computing Y (k) using (9a), then taking the
2N-point complex IDFT implied by (14), which results in
y(n)and, hence, x{(n).

x(n) = [C(O)

5 cthyco

kel

I11. Fast CosiNE TRaNsFORM (FCT)
A. Forward FCT

We now show that the DCT may be obtained from the N-
point DFT of a real sequence instead of a 2N-point DFT,
resulting in a saving of 1/2.

Divide the sequence y'{n) into two N-puint sequences

v(n)=y(2n)

wn)=y(Q2n+1l)

} 0<Kn<N-1] (16)
where v(n) and w(n) are the sets of even and odd points in
Fig. 3(c) shows how this division takes
place in the given example. Note that each of v(n) and w(n)
contain all the original samples of x(n), and that w(n) is
simply the reverse sequence of v(n). In fact, from (2) and
(16), one can show that

wn)=vN-n-1), 0<n&<N-1. (7
Substituting (16) in (3), we have
N1 N-1

Yhy='3 o) Wink + 3 winy Wikt (18)

n=0 n=0
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Substituting (17) in (18), noting that' W3* = wi¥  rear.

ranging terms. and using (9), one ¢an show that
L Nt nk
C(k)=2Re [W,y Z vimy Wy, OSKEk<€SN-|.
n=0

(19a)

The difference between (19a) and (10) is the use of Wy in-
stead of Wy in the sumimation, and v(n) instead of x(n).
The result is that one can now compute the DCT from an
M-point DFT instead of a 2¥-point DFT. Equation (19a) may
be rewritten as

N-1
Ck)=2 Z vin) cos

a=0

n(4n+ 1)k

N 0Sk<N-1,

(19b)

which gives an alternate defintion of the DCT in terms of the
reordered sequence v(n) [compare (19b) with (8)].
The sequence v{n) can be written directly in terms of x(n):

N-1
OSn*{[——z-—]

N+
x(2NV-2n-1), [—T—] <SnsN-1|

x(2n),

v(n)=

(20)

where [a} denotes “integer part of @.”" Therefore, v(n) is ob-
tained by taking the even points in x(n) in order, followed by
the odd points in their reverse order. Note that (20) applies
for any value of ¥, 0dd or even.

The specitication of the FCT is now complete; the compu-
tational procedure is given in Scction UI-B. We simply note
here that since v(n) is real, its V-point DFT can be computed
from the (V/2)-pvint DFT o a complex sequence (see the
Appendix).

B. Inverse FCT

The idea hete is to compute vin) from the DCT first, then use
(20) to obtain x(n). Substituting vin) = y(2n) in (14), we
have

Y(O) y» -
u(n):%Re [—{—34» 5 Y(k)wy"k]. 0<n<N-1
{ - k=l

Qn

Equation (21) indicates that v{n) van be computed using an
Mopoint complex IDFT instead of the 2V-point complex IDFT
implied by (14). However, the number of computations is
stll about twice that used in the torward FCT. We now show
that the nverse FCT cun, in fact. be compured with the same
number of computations as the turward FCT. The method s
to compute (k) from Clk). then compate the IDET of Fk)
tu obtain ¢(1).
Equation (1941 can be rewritten Js

Clk) = Re [2W5\ (k)] ()

where $(k) s the DET of v(a). To compute F(k) trom Cik)
1n {22) we need also 3 knowledge of the imaginary part ot the

term in brackets. Denote the imaginary part by 7;(k) and the
whole complex number by C.(k), where

Co(k) = Clk) +jCi(k) = 2Wan VI(K); (23)
then
Vk) = Wk C(k). (24)

We first need to determine C;(k). Using the fact that ¥ (k)
is Hermitian symmetric

VNV - k)= V), {25)
one can show, using (23), that

C(N - k) = -jC2(k) = - [Cy(k) +jC (k). (26)
From (23) and (26), we conclude that

Ci(k)=-C(V - k)
and

C.(k)=C(k) - jCWN - k) = 2Wgy V(K). Q@7

(Note that one can take advantage of (27) in (23) for com-
puting C(k) since one can compute C(k) and C(V - k) sumul-
taneously.) From (27), we have

vik) = dwit(Ck) - jCV - k), O<k<N-1. (28)

V(k) is computed from (28) for 0 < k KN/, then use (25)
for k>N/2. In computing V(0), one needs the value of
C(V), which, from (9b) and (13), is seen easily to be equal
10 zero

cCVM)=0. (29
After computing V(k), v(n) is obtained as the IDFT
] N-t ok
= — V(k) w . (30)
v(n) N z ( ) ~N

k=0

[t would seem that (30) again requires an V-point complex
IDFT. However, in the Appendix we show how the IDFT
of a Hermitian symmetric sequence can be computed using
an (V/2)point complex 1DFT, the same as in the forward
FCT.

We are now ready to specify the complete procedure for
computing the FCT and the inverse FCT.

FCT Procedure: Given a real sequence x(n),0<n <.V - 1.

1) Form the sequence v(n) from (20).

2) Compute ¥(k),0 € k <.V - 1, the DFT of u(n).

3) Muluply V(k) by 2exp(-snki2N). From (17), we see
that the real part will be C(k) and the negative of the imaw-
nary part will be C(V - k). Therefore. the value ot Kk 1s vanied
in the range 0 < &k < [V/2}.

IFCT Procedure. Given the DCT C(k), 0<k<.V- 1, and
C(NV)=0.

1) Compute V(k) from (28).

2) Compute the IDFT of V(k), v(n).

3} Retneve x o from () using (20).

C Compurational Constderanions

Since most reseaichers have some form of the DFT available
on thewr computers, the FCT and IFCT procedures given in
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the previous section can be implemented easily. Furthermore,
the procedure is quite general and may be used for any value
of N. We have also seen that the N-point DFT of v(n) and the
N-point IDFT of ¥V (k) can be computed from the (V/2)-point
DFT and (N/2)-point IDFT, respectively, of some complex
sequence. For a highly composite value of N, one can, of
course, use the FFT to great advantage. Maximum savings
accrue when NV is a power of 2. In the latter case, if one makes
use of the fact that the sequence is real, the total number of
computations for the FCT or the IFCT 1s on the order of
Nlog, N, the same as in [l]. The major difference here is
that we do not require a specialized algorithm.

In computing C(k) from (27) one first takes the N-point
DFT of v(n), and therefore one needs a table of sines or
cosines where the unit circle is divided into V equal segments.
However, multiplying afterwards by W:N requires a table
where the unit circle is divided into 4.V segments. Since k is
in the range 0 <k <N -1, the N values of sines and cosines
are all in the first quadrant. This point is made to emphasize
the fact that the DCT of a sequence of length N requires an
exponential table four times as large as that required for an
N-point DFT.

IV. Two-DiMENSIONAL FAST CoSINE TRANSFORM

In this section we present results analogous to the 1-D case
given in Sections II and IIl. We show how the DCT of a 2.D
real sequence {x(n,,n;),0<n, <N, -1,0<n, <N, - 1}
can be computed using an (N, X N, )-point real DFT instead
of the (2, X 2N, )-point real DFT required in the traditional
method. resulting in a saving of 1/4. Since the methods used
here are similar to the 1-D case, no detailed derivations will be
given.

A. Two-Dimensional DCT and IDCT

In a manner analogous to the 1-D case in (1), define a
(2N, X 2N, }point even extension of x(n,.n;) in the n,
and n, directions:

x("lv"?); .

V(2N -ny - 1,ny).
y(ny.nz)=

Yy, 2Ny - ny - 1),
Ny-n - 1,2N; -ny - 1)

5

y(2
Fig. 4 shows an example where ¥, =3 and N, = 4; the num-
bers in the figure are the sample values. Note that the number
of samples tn y(n,,n;) is 4V N,, ie., four times that in
x(ny.n;).* The 2-D DFT of y(n,,n,) is defined by

IN, -1 N -1 ok wk
Yiki k)= 3 2 sluam) Wy Wt (32)
n,0 n,=0
From (31)and (32), one can show that
Yky ky)= Wi 2wy 0 kg k) (33)

“In the m D case, the number of <amples in the extended sequence
ylag, -, a0 is 27 tunes the number of samplesin x(ng, - - - ).

3

N,-11

2N -1 &,

Fig. 4. An example of a 2-D (N¥; x ¥;)-point sequence and its (2N X

2N;)-point even extension, Herc, &) =3 and &y = 4. The sample
values are given numerically in the figure. The four sequences defined
in (39) in the text are indicated in the figure as follows. filled circles,
v(n,,ny). triangles, wy(ny, ny); squares, wyln).ny), open cucles,
wilng, ny).

where

No-1 N -

C(ky,ky3)=4 3 Y x(n,.ny)cos

n,=0 n.=0

m(2n, + 1)k,
:l’vl
m(2ny, + 1)k,

ST,
0k <N, -1,

.

O0<k,€N;-1 (39)

is the 2-D DCT of the sequence x(n,.n;). The computation
of C(ky, k;) from either (32) and (33) ur from (34) requires
one to take the DFT of a (2N, X 2A; }-point real sequence.

From (32)-(34), one can show that Y(k,. k;) has the fol-
lowing properties:

0<n, €N, -1, 0<n, <N; -1
N| <n. <2N| - l. O<"1 <AV2 -1

31)
0<n <N -1, N, <y €28, - 1
N| ("lgle‘l. IV;<"2<24V1'1‘
)’(:‘Vl ‘k|,:lv; “k})=y.(k|.k2)
YOV, - k,.0)= Y*&,,0)
] ] ] (35)

Y(O, ZA"; - kz)z Y‘(O. k:)
YWV k)= Yk, N;)=0.

The first three equations constitute the Hernmtian sy mmetnic
properties in 2-D. und they are denwvable from (32) fur real
ying ny). The last equation in (35) is analogous to (13)
1-D, and is a consequence of the particular type of even sym-
metry of y(n,,n;). Substituting (35) in the equauon for the
2-DIDFT
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N, -1 2N, -1 wnk, ok
, = y . 1 Iw )'
y(ny,n;) NV k'Z;O 3_:0 ki k) Woy!
(36)
one can show that the 2-D IDCT of C(k;, k; ) is given by
-1 N,-t
x(n,. "z)—mk;o k};o C'tki. k1)
ni{ln, + 1)k, 7(2ny + 1)k,
— 7
TN, 0T T, 67
where
C(0,0)/4, ky =0, k; =0
, C(k.,O)/Z. k] *0, kg =0
Cky, k) = (38)
C0.k3)/2, k, =0, k; #0
Clky k2), & #0, &, 20,

x(my,n;) may be computed using a 2-D 2N, X 2N; »point
IDFT.

B. Two-Dimensional FCT and IFCT

The corresponding fast algorithms in the 2-D case are ob-
tained in a manner analogous to the 1-D case. We divide
y(n . ny) into four (¥, X N;)-point sequences, starting with
the four points at (0, 0), (1,0), (0, 1), and(l 1), respectively,
and taking every second point after that.® The four sequences

are then given by
v(ny, ny)=y(Iny, 2n,)
wilny,m)=v(2n, +1,2n,;) 39)
wz(nlvnz)z.v(znlv 2"2 + l)

wiln, n)=y2n + 1.2, + 1)

Cx(2ny, 2my);

x(2N - 2ny - 1, 2my):
v(ni.n)= <
x{2n(, 2Ny - 2, - 1)

\.\'(Zlvl - 2’!, - I.ZN, - 2"2 < ]).

where 0 SNV, - 1 and 0<n, €V, - 1. Inthe example
in Fig. 4 note how each of the sequences in (39) contains il
of the samples in x{x1,,7,). but in a reordered fastuon. From
{39) and (31). one can show that

“In the m D case, v(ny, -, n,y) is divided into 2 sequences,
51 nnng vmh each of the 2™ corners of the unit m -D cube, from
inon - . Mot 1, L aad (.ﬂung every second point stier that,
The sequence that b\pm FINTIY lg dg)owhere cachig =0 ur s

defined by y a2y 44y 2y g, dny v,
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wilm,n)=v¥, -n, - {,n;)
wilni ny)=u(n, Ny -ny - 1) (40)
wi(ny,n)= oV, -n; - 1,N; ~n, - ).

Let ¥(k,, k) be the 2-D (v, X Ny)point DFT of v(n,, ny):

N*IN-l &
Viknk)= 3 vlan,n) Wy 'w"=*'

=20 A=)

(41)

Then, by substituting (40) and (39) in (32). and using (33).
one can show that

Clhki ka) =2 Re (Wi} (Wih Viki k;)

$Wey Viky N - kp))) (422)
or equivalently,
Clkr ka) = 2Re (W33, (Wek Viky ky)
*Won VY, - Ky ko)) (42b)
From (42), it is simple to show that
-1 N -1
dn, + 1)k
Clky. k;)=4 Z Z viny, ﬂz)bosﬁ( n.: ) -t
n =0 n.=0 2N,
4n, +
n( nz l)kl (43)

2N,

It is clear from (42} and (41) that C(k, . &, ) can be computed
using an (¥, X.V;)}point DFT nstead of a (2.¥, X 2N,
point DFT. resulting in a saving of 1/4.

The only remaining step is how to obtain viny, ny) directly
from x(ny, ny) instead of ustng (39). One can show that

v, -1
|

N N -1
[ : '}<n.<~,~l, 0<n:<[ 1 ]

N,y -
o0<n, < [—iz—-']

o<n.<['

IV| -1
0<n < [—*’ ]

4

N+ Ny 41
[ ]():,<’V 1. [«——’»»an.ng,q.

-

(44)
Vv, +
[‘—-’;-‘] <ny €N, - |

-

The 2-D IFCT of C(k, k) 15 obtained by first compunng
ik ky) from Clhy kg ), !n a manner analogous to the 1-D
case. we define 3 wmplex quanaty Coky. k; ) by not taking
the real partin (4221, and then show that

Cotk L kyy = Clky, ky) - OV, ki ky).

Find C‘-.(Av|

(45)

-k ¥y - kyb then add and subtract the result

from C.(k,. ky). The answer can be shown to reduce to

Pk k) =} WSV ol {[Ck, ky)
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“CW, -k, Ny - Ry)] - T[CWNy - kL k)
+C(ky Ny - k3)]} (46)

where 0Kk, <N, - 1 and 0< k, SN, - 1. However, since
V(k,, k;) is Hermitian symmetric, one need compute only
half the values in (46). In performing the computations, one
needs the fact that

CVy, ky)=C(ky N3)=0, allk, andk;, (47)

which can be shown to be true from (33) and (35), or from
(43).

After V(k,, k;) is computed from (46) and (47), v(n,,n;)

is evaluated from the IDFT

N, -1 N,-1

-n,k, ,-nk
S Y Vi k) W Wk
NnNz k,=0k,=0 b Ny N

v("l'"2)=

(48)

The sequence x{n;,n,) is then retrieved from v(n,,n;) by
using (44).

V. CONCLUSION

We showed how the DCT of an N-point sequence may be
derived from the DFT of a 2N-point even extension of the
given sequence. Then, we presented a fast algorithm (FCT),
first developed by Narasimha and Peterson {7], which allows
for the computation of the DCT of a sequence from just an
N-point DFT of a reordered version of the same sequence,
with a resulting saving of 1/2. Therefore, one can use existing
FFT software to compute the DCT. For /V a power of 2. the
number of computations is comparable to that reported by
Chenetal [1]. who used a specialized algorithm.

The FCT algorithm in this paper is more general than that of
[7] in that N may be odd or even. Also. an algorithm was
developed here for computing the inverse FCT using the same
number of computations as in the forward method.

The method was then extended to the 2-D case, where a
saving of 1/4 was achieved. The method can be generalized
to compute an m-D DCT using an m-D DFT, with a saving
of 1/2™ over traditional methods that use the DFT.

APPENDIX
DFT AnND IDFT rOR A REAL SEQUENCE
Let v(n). 0 < n <N - 1 be a real sequence, where A is divis-
ible by 2. We wish to compute the DFT of v(n), V(k), 0 €
k<N - 1. using an N/2-point DFT. Except for the flow-
graphs in Fig. 5, the procedure given below 1s well known (see,
for example, [6]).

DFT Procedure

1) Place the even and vdd points of v(n) in the real and
imaginary parts, respectuvely, of a complex vector rin) =
tr(n) tjt;(n), whgre

! =p(2
r(m) = v(zn) ()<n<;N- 1. (A-1)
ry=vCn 1) ' -

33

PRI} -— vik)
177(5-0) >< >< v

L -1 x 1
-,W.
(a)

FviK) >< >< T{K)
V(-0 L > T
¥an
®

Fig. 5. (a) Supplementary flowgraph for computng the 'FT of a real
sequence. The computation in the figure is performed for 0 € k <
(N/4]). (b) Supplementary flowgraph for computing the 1FFT of a
Hermitian symmetric sequence. The computation is performed for
0<k<{NA4]

2) Compute the N/2-point DFT of t(n), T(k), 0< k<
N2 - 1.
3) Compute V (k) from T(k) using the formula {5}

V(k}=%[T(k)+T’(-g- >] /

1
- jwx 2 [T(k) -T* (%V )] (A-2)

The computations in the last step can be made more efficient.
From (A-2), one can write

A\
)t

1 N
+iwe 5 [T(k) - T‘(; - k)] . (A-3)

Given T(k), Fig. 5(a) shows the flowgraph {5] that wnple-
ments (A-2) and (A-3) to compute I'{k). Note that the values
of V(k} are computed two at a time. Therefore. the value
of k in Fig. 5(a) should rance between 0 < & < [N:3]. The
other values of ¥(k), kK >N/2, may be obtained by noting
that V(k) is Hermitian symmetric. There are two points in
V'(k) that are real and require no muluplication. They are

V(0) = Re [T(0)] +Im [T(0)]
Nz (A-4)
V(;)= Ke [T(0)] - Im [T(0)].

Also. if N is divisible by 4, one can show that

G @)
4 4

Given a Hermitian syaunctne VA, O0<A <N -1, we wish
to compute the IDFT, ¢(n). 0<n< N - 1. From (A-2) and
(A-3), one can casily solve for T(k) and T*(N/2 - k). The
resulting equations can be wnplemented using the flowyraph

in Fig. 5(b). The IDFT procedure 1s, then, as shown i the
following.
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IDFT Procedure R

1) Compute T(k) from V(k) using the flowgraph in Fig.
5(b), where the range of k in the figure is 0 € k < [N/4].

2) Compute the (N/2)-point IDFT of T(k), t(n), 0<n<
Wwi2)-1.

3) v(n)is obtained from f(n) by using (A-1).

Finally, if NV is not divisible by 2, one can compute the DFT
of two separate sequences using the same method given above

6). :
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ABSTRACT

In embedded multirate speech ‘coding, it s
desired to have a transmitter/receiver system that
operates efficiently over a wide range of channel
transaission rates. We are currently investigating
a4 3system based on adaptive transforz coding of
speech, in which we code and transmit the system
parameters and the discrete cosine transform (DCT)
coefficients of the fullband linear prediction
residual waveform. The multirate property of the
system is achieved by allowing the channel to
discard some of the bits generated by the high data
rate transmitter. Stripping off bits results in an
absence of DCT components, which the receiver
regenerates by a spectral dupl cation method. An
inverse DCT at the receiver yields the time domain
res{idual waveform to be used as input to the linear
prediction synthesis filter. The lowest data rate
achievable by the system 1is about 2.5 kb/s, in
which case the system reduces to a narrowband LPC
pitch-excited vocoder.

1. INTRODUCTION

In wmultirate speech coding schemes,
desired to have a transmitter/receiver system that
can operate over a wide range of channel
transmission rates. With the added coanstraint of
embedded coding, the channel is allowed to discard
some of the transmitted bits at each (frame to
achieve 1lower data rates. Such a system lends
itself well to a packet-switched communication
network (such as the ARPANET), where traffic
congestion would be alleviated by lowering the data
rate.

In this paper we descridbe a hybrid
linear-prediction transform-coding system that can
operate in the range 2500-16000 b/s, with inputs
bandlimited to 3.33 kHz and sampled at §.87 kiz.

2. SYSTEM DESCRIPTION

Taking 1linear prediction (LP)
@ethod of spectral envelope representation, we code
and transmit (1) the system parameters (LPC
coefficients, gain, pitch, and pitch ccefficient),
and (14) the discrete cosine transform
coefficients of the LP residual, using a modified
adaptive transform coding (ATC) scheme [1]. A
dlock diagram of the system is shown in Fig. 1.

At each frame,

system parameters are transmitted first. These

it is

as the basic -
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Fig. 1 Block diagram of multirate speech transforam
coder.

codes ares then followed by the codes representing
the DCT coamponents. The transmitter always
operates at the same fixed bit rate; it is the
channel's function to discard  some of the

transmitted bits to alleviate traffic congestion.
Thus, the maximum data rate of 16,000 bd/s {is
achieved when the DCT of the fullband residual is
transmitted. The minimum data rate achievable Dby
the system takes place when all the codes
representing the DCT components are suppressed by
the channel and only the system parameters are
transmitted. 1In such a case, the recelver becomes
{dentical to that of a narrowband pitch-excited LPC
vocoder operating at 2500 b/s.

Intermediate data rates are achieved by
stripping off dits froa the high data rate system.
Stripping off bits results in the suppression of

low-amplitude frequency components and/or
high-frequency components. This aspect of the
system will be explained in Section 4, Here, we

point out that, at the intermediate data rates, the

receiver regenerates the missing frequency
components to restore the fullband DCT. An inverse
DCT yields the time-domain residual waveform which
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s used as 1input to the all-pole LP syntheaii

Célter.

It 1s worth @wmentioning here that the
transaitter {itself can strip off bits prior to
transmission in the same manner as is done by the
channel. Thus, when a system is first turned on,
the initial bit rate need not be high and traffio
congestion can be avoided., Note that the receiver
does not need to know where in the system the bits
were discarded.

One salient feature of the above described
system is that it is a frequency~domain baseband
coder. It has the flexibility that the width of
the basedband can vary in time, depending on the
pumber of bits retained by the channel at each
frame, thus accommodating various bit rates without
affecting the analysis done at the transmitter and
without the use of 1lowpass filters. Also, the
advantage of transaitting the DCT of the residual
is that the latter has a flat spectral envelope:;
it lends itself well to our previously developed
methods of high-frequency regeneration by spectral
duplication [2]. Once a flat-spectrum excitation
signal 1is derived from the received baseband, the
synthesis filtar yields an output spectrum that is
close to the spectrum of the input signal.

The LP synthesis filter also helps smooth the

frame-dboundary discontinuities caused by
frequency-domain quantization {time-domain
aliasing). In fact, unlike ordinary ATC schemes,

we have found that no overlap between frames is
necessary when we use the DCT of the residual.

Pinally, a further advantage of the
frequency-domain approach {s the gain in
signal-to-noiss ratio afforded by ATC over APCM of
speech. We have shown previously [1] that taking
the DCT of the residual appropriately rather than
that of the speech signal achieves the same gain in
signal-to-noise ratio.

3. TRANSFORM CODING

ATC of speech has dDeen described in detall in
the literature {3,8]. Here we review it briefly,
mainly to point out the places where our
implementation differs from that of others. An
important step in ATC, bit allocation, requires a
spectral model for the speech signal. The 20del we
are currently using is given by

1/18(w)} s 1/701ACw) LIP(w) ] 8}

in which |A(w)] is :ho magnitude of the DFT of a
9th order LP inverse filter derived from the speech
signal, and |P{(w)! is the magnitude of the DFT of a
one=tap pitch inverse filter derived from the LP
residual. Prior to bit allocation, the spectral
model given in (1) is weighted to achieve a noise
spectruas with 8 desired envelope given Dby
1/1a(w)12Y, as is done in (¥]. The dit allocation
process is in fact quantization of the weighted
spectral model of the speech signal on a
logarithmic scale. It can be described by means of
the following equations:

by = by > [20 log,g(AJ/HII/S , 1A (2)

and b, = max(0,[b,+8]} (3
N -

such that Iby =B (8)
is1

where H, represents the value of {H(w)] at the
discrete set of frequencies ¥y, is the average
number of bits per sample (B/N) N 2: the number of
DCT points, B is the total number of available bits
per frame, S 43 the quantization step size in
decibels, by is the (fractional)  allocated
codelength in bits at frequency Wy, and by 1s the
integer codelength corresponding to By In (3),
the symbol |-) denotes taking the integer value
nearest to the argument and the zax{:} function is
used to prevent the allocation of negative
codelengths. The adjustment constant B in (3) is
varied iteratively until the condition 1in (&) {is
satisfied.

An important aspect of the qQuantization scheme
given 1in (2) and (3) is the choice of step size S.
Traditionally, the "6 dB per bit" rule has been
used, i.e,, S=6.02 dB. However, the increase in
signal to-quantization-noise ratio for the optimal

b,-bit Max quantizers [5) used in quantizing the
Dér coefficients ranges from 4.4 dB to 5.8 dB for
bits in the range 0<b,<5. Therefore, ideally, one
should perform the bit allocation with unequal
quantization steps. For simplicity, we have kept
the uniform quantization in (2) with a compromise
value of S=5 dB, and found this scheme to yield a
higher signal-to-noise ratio than the case with S=6
4B.

In the system we are presenting here, we
perform the bit allocation over the total signal
bandwidth and transmit the DCT components of the
fullband residual. The initial quantization
accuracy i{s deterained mainly by the total naumber
of bits used at each frame, the step size S, and
the value of Y for noise shaping. However, the
accuracy and/or bandwidth of the received DCT
components is further affected by the number of
bits discarded by the channel. This last point is
the subject of the next section.

4, EMBEDDED CODING

As mentioned in Section 2, the transmitter
transmits at each frame a block of bits, which is

divided into two major parts. The first part
contains the bits representing the systen
parameters and the second part contains the bits

representing the DCT coaponents. It i{s assumed
that the channel strips off bits starting at the
end of a block, thereby discarding bits that
represent DCT components. The codes representing
the DCT components are arranged in a certain order
prior to transmission. This ordering determines
which bits get discarded. To study the tradeoff
between the number of transoitted bits, the
quantization accuracy, and the number of received

frequency components, we investigated three
ordering techniques. In all three techniques, to
be cdescrided below, we assume that the receiver

decodes
allocation as was done at the transmitter.

the system parameters and perforzs the bit
This is
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itandaid practice in ATC. 1In addition, we require
that the receiver know how many bits are i~ceived
aach £ ade %0 that 1t knows where the next frame
tegins, This last piece of information is passed
along by the channel itself.

The first bit-ordering technique ve
investigated i3 the simplest: the codes are
arranged by order of increasing frequency. When
the channel strips off bits from the end of each
block, the high-frequency components are discarded
first. The remaining codes represent a low
frequency portion of the total bdandwidth referred
to as a baseband. As {in a baseband coder, the
receiver regenerates the wmissing high-frecuency
components. We use the method of high-frequency

regeneration (HFR) by spectral duplication, which
is explained in Section S.
In the second ordering technique, the DCT

codes are broken down into individual bits. Tae
bits are then grouped together by order of
significance, with the most significant bits in the
first group and the least significant dits in the
last group. To explain this grouping method, let
us assume that the Dbit allocation produces
codelengths between 1 and 5 bits. Therefore, the
receiver expects to see 5 groups of Dbits. The
first group contains the most significant bit of
all S-dit codes (in order of increasing frequency).
The second group of bits contains the next most
significant bit of all 5-bit codes and the most
significant bit of all 4-bit codes. And so on, all

the way to the last (5th) group of bits which
contains the least significant bit of all the
codes. VWhen the channel strips off bits, the {irst

bits to be discarded are the least
bits of each transaitted code, resulting in
decreased quantizationm accuracy. For example, a
DCT component originally coded into 3 bits will bde
decoded by means of the 2-bit decoding table if its
least significant dit has dbeen dropped.

significant

In the third ordering technique, the codes are
grouped together according to their length. Thus,
the receiver expects to see 5 groups of codes, with
the first group containing all 5-bit codes, the
second group all 4-dit codes, and so on, with the
last group containing all 1-bit codes,

The second and third ordering techniques
described above are more complex than the first,
since they require arranging the data in the order
of decreasing codelength. Informal listening tests
have shown that the quality of the reconstructed
speech when using the baseband-coder approach (the
first ordering technique) is superior to that
obtained by the second and third techniques. In
general, our experience has been that the details
of the low-frequency coaponents of speech are
perceptually more important than those at high
frequencies. Thus, the task s to find a good
cospromise, at a given bit rate, Ddetween baseband
width and quantization accuracy. At present, we
feel that the first technique is giving the Dbdest

overall speech quality for bit rates in the range
6.4 to 9.6 kb/s. We have not compared the threse
techniques at bit-rates above 9.6 kb/s., However,

it is worthwhile pointing out here that we a .

—i

geeking one single technique that will peiforus
uniformly well over the whole range of data rates,
because we are excluding the possibility of
changing the coding algoritha while the systea 1is
in operation.

$. HIGH FREQUENCY REGENERATION

We have presented elsewhere (2] new HFR
aethods based on duplication of the Dbdasedand
spectrus. In particular, we presented time-domain
systems that perfora spectral duplication Dby
spectral folding and by spectral translation. Ve
also presented a frequency-domain system f{1]) that
performs HFR by spectral translation of the
baseband. The principle of the method 1is based on
the fact that, in the adaptive transform baseband
coder, the baseband DCT components can be easily
duplicated at higher (frequencies to obtain the
fullband excitation signal. Our present HFR method
aims at duplicating, as closely as possidle, the
original fullband DCT of the residual, while
accommodating the variable baseband width aspect of
the present amultirate systes. The method i3 as

follows.
The transmitter assumes a (fixed) nominal
baseband width of 1000 Hz. Thus, the simplest

spectral translation method would be to duplicate
the region from 0 to 1000 Hz onto the regions froa
1000 to 2000 Hz and from 2000 to 3000 Hz. 1In
addition, to lock the high-frequency interval into
place, by exploiting the quasi-harmonic structure
of the speech spectrum, we shift the baseband
around its nominal position and correlate it with
the corresponding original DCT ccmponents that are
in the region 1000 to 2000 Hz. The
cross-correlation is done at the transmitter where
the original DCT of the fullband residual 1s
available. The same process is repeated for the
next frequency band. Short lags from =3 to «&
spectral points are considered. (The total
bandwidth is 128 points.) The optimal location is
then chosen to be at the positive maximum value of
the cross-correlation. Thus, we require an
additional 3 bits of side information for each of
the two high-frequency bands. The additional 6
bits are transmitted along with the systen
parameters.

At the receiver, the decoded baseband {is
translated up, starting at 100C Hz (and 2000 Hz for
the next dband) and {s moved further by a samall
amount as indicated by the 3-bdit HFR code.

In practice, there are three deviations fros
the simple algorithm described above. The first is
that the first few DCT components, starting at d.c.
and up to half the pitch (frequency, are not
duplicated onto the high-frequency bdands, nor are
they considered in the correlation method described
above. Second, we found that spectral flattening
of the baseband at the receiver prior to HFR
improves the speech quality. The third deviation
from the algoritha 4s due to the fact that the
received baseband 1s seldom equal to 1000 Hz. 1In
fact, it varies (rom frame to (rame. We have
devised certain modifications to the method to deal
with that problem appropriately.
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6. RESULTS

We perforaed a large number of experiments to
study the tradeoffs between all the interacting
aspects of the system described in this paper. We
summarize our results briefly bdelow. The basic
system {s governed by an already existing ARPANET
LPC vocoder operating with a frame size of 19.2 as,

i.e., 128 points, and transmitting 9
log-area-ratios each frage coded into
5,5,5,4,8,8%,3,3, and 3 bits, respectively.

Together with pitch and gain, the system parameters
require a total of 48 bits. Thus, the basic LPC
vocoder operates at a Dbit-rate of 2500 b/s. In
addition, we require 4 bits for the pitch tap and 6
bits for the HFR codes, bringing the side
information to 58 bits per frame. The remaining
bits, which determine the total bit rate, are used
to code the DCT coefficients. We investigated the
following aspects of the systesm.

a. Initial Quantization Accuracy. To study the
interaction between quantization accuracy and
the number of received DCT components at a given
data rate, we coded the fullband DCT at an
average of 2, 2.25, 2.5, and 3 bits per sample.
In our experiments, there was no maximum limit
on the bit rate for the fullband case, although,
in practice, the system will be operated at 9.6
kb/s or below.

b. Noise Shaping. We used various values of Y
ranging between 0 and 1. Clearly, for Y closer
to 1, the available bits are spread more evenly
in the frequency range, resulting in a larger
aumdber of received DCT componeats at a given bit
rate, at the expense of coarser quantization in
the low-frequency region for voiced sounds.

c. Embedded Coding. We simylated the three
ordering techniques describded in Section 8 and
evaluated informally the speech quality obtained
with each. For each technique, we optimized the
systes in terms of the total fulldband rate and
the value of Y as in (a) and (b) above.

d. Bigh-Frequency Regeneration. As described in
Section 5, the transaitter assumes a nominal
baseband width for which 1t computes the HFR
codes. VWe investigated the wuse of 3-bit and
2-dit HFR codes, and the use of a nominal
baseband width of 800, 900 and 1000 Hz.

For each choice of the above described
parazeter settings we tested the systea at 9.6
kb/s, 7.2 kb/s and 6.8 kb/s, although, in
principle, the data rate can de set by the channel
to an arditrary value. All tests were done with §
@ale and 5 female sentences. OQur present choice of
a good compromise system operating uniformly well
over the desired data rates (s one where we code
the fulldand DCT of the residual at an average of
1.95 bits per ssaple, {.s., where the maximum bit
rate is 16 kd/s. The value of Y is 0.9, and the
embedded coding technique 1is the first (bdaseband
coding), with a nominal dbaseband width of 1000 Hz
ana 3-dit HFR codes. The data rates of 9.6, 7.2
and 6.8 kb/s are achieved by keeping at each (frase
128, 80, and 65 bits, respectively, out of the

saximum total of 250 bits. The average width c
the received baseband for the three cases 1is 140C
870, and 670 Hz, respectively.

At present, we feel that the above describe
system 1s providing us with very good speec
quality at 9.6 kdb/s, good speech quality at 7.
kb/s, and reasonable quality at 6.4 kb/s. Th
problem at bit rates of 6.4 kb/s or below s tha
the received baseband becomes to0 narrow, whic
results in appreciable roughness in the code
speech and some "thuds.® Also noticeable at 6.
kb/s, especially for (female voices, is th
reverberant quality of the recoastructed speech.

7. CONCLUSION

We presented in this paper a simple anc
effective embedded-code multirate speech transforr
coder. In going to a frequency-domain approach, we
feel that we have accrued several advantages over
time-domain c¢oding  schemes. Some of these
advantages are: the ease with which spectral
noise-shaping and quantization accuracy can be
controlled, the ease with which the code can be
embedded for multirate operation, and the ease witl
which high-frequency regeneration can be done for
effective voice excitation. Our plans for the
future include testing the use of a 3-tap piteh
predictor, going to a 256-point block size, l.e.,
grouping two 19.2 ms frames together for transforr
coding purposes, and, in general, improving the
speech quality at 6.4 kb/s. Finally, we also plan
to implement the system on the FPS array processor
AP-120B for real-time operation.
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ABSTRACT
We report on the initial development 2. FEASIBILITY STUDY
of a phonetic vocoder operating at 100 . .
b/s. With each phoneme, the vocoder In qrder to assess the feasxb;lzty of
transmits the duration and a single pitch a phonetic vocoder, we undertook, in 1976, o
value. The synthesizer uses a large a short study in which we approximated the
inventory of diphone templates P conditions of a 7%-100 b/s phonetic
synthesize a desired phoneme string. To vocoder [1].
determine a phoneme string £from input
speech, the analyzer takes into account
the synthesis model by using the same
inventory of diphone templates, augmented
by additional diphone templates to account
for alternate pronunciations. The phoneme
string is chosen to minimize the
difference between the diphone templates
and the input speech according to a

The first question we asked ourselves
was: "What should be the transmission
units of a VLR vocoder?" We argued then
that the transmission unit must be on the
order of a phoneme. At an average
speaking rate of about 12 phonemes per
second, simply transmitting phonemes
requires about 60-75 bits. Adding just

] the barest amount of intonation
d . : : :
. istance measure énformatxon (3 bits total for each phoneme
uration and a single pitch value) brings
1. INTRODUCTION the rate up to 100 b/s. Even if the
transmission units used by such a vocoder
There are many applications for ‘
digital speech transmission and speech were not phonemes per se, the spectral

. difference between any two units would
playback that require very low data rates :
on the order of 100 b/s. 1In strategic Sg;zssarzly be on the order of the
communications, having a very~low-rate itierence between phonemes. _Hence,
(VLR) capability would allow low power errors in such a voqode{ _wgu}d_ dxreqtly
communications to avoid detection. cause a loss of intelligibility, since
Alternatively, it would allow sufficient changing a phoneme could change the
power per bit to reliably "burn through" meaning.
jamming networks. Under extreme . .
atmospheric conditions or in highly The basic phonetic vocoder that we
shielded environments, only VLR
transmission may be is possible. The same - WONEMES
technology also supports speech storage SPEECH e ANALYS{S jadBALLCHS EK%P%L———7
for later playback using space comparable N 2l J
to that required for text. This would
permit the storage of much larger amounts
of speech in small devices than previously
possible. A VLR vocoder would also allow TRANSMISSION
the transmission of spoken messages using “HANNEL
much the same mechanism now used for = 15C ves
computer mail systems, without requiring
high data rate connections to the computer
and large amounts of file storage.

DUONEMES

In this paper, we first describe a Ation PHONETIC TIVTHES IS
study performed to investigate the %mnma-ﬁ%&uil———w;vﬂéés-———°§&sf' 2 |
feasibility of a vocoder that operates at W

75-100 b/s. After briefly discussing the
results of this study, we report on the
status of a current project involving the
implementation of a VLR vocoder.

Pig. 1 Very 1low rate (VLR) Phonetic
Vocoder.
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implemented is shown in Fig. 1. Using the
Acoustic-Phonetic Recognizer (APR)
component of the HWIM Speech Understanding
System [2] as the phoneme analyzer, we
produced a set of phoneme strings with
associated durations and pitch values to
be transmitted to a phonetic synthesizer.
The transmitted pitch values specify a
piecewise 1linear function (linear during
each phoneme). The function is determined

by minimizing the wejighted squared error
between the linear function and the
original pitch track. The synthesizer

used was Dennig Klatt”s synthesis-by-rule
program (3]. The test was not performed
under optimal conditions:; neither the
analyzer nor the synthesizer were designed
for phonetic vocoding, nor were they
completely compatible with each other.
However, we felt that the results derived
would still be useful.

To start, we chose a subset of
sentences on which the APR performed
better than average, with phoneme
recognition rates ranging from 653-95%. A
two-way conversation, in which one side
was vocoded by this simulation system and
the other was a natural voice, was played
to a panel of listeners. The panel was
asked to transcribe the vocoded side of
the conversation. The primary result was
that sentences in which 80% or more of the
phonemes were correctly recognized by the
APR were transcribed with little
difficulty by the panel. Those sentences
that contained more errors.were largely
unintelligible. A second important result
was that a very rough phoneme duration,
and a heavily quantized single pitch value

for each phoneme, were sufficient to
preserve the original intonation.
We concluded, therefore, that for a

phonetic vocoder operating at 100 b/s to
be wuseful, it must have a phonetic
recognition rate of at least 80% and
natural phonetic synthesis. Below, we

describe our first effort

such a system.

at designing

3. DIPHONE VOCODER
We have recently bequn working on a
phonetic vocoder that is designed to

transmit intelligible speech at an average
rate of about 100 b/s. The block diagram
for this vocoder is the same as for the
exper imental system shown in Fig. 1. The
vocoder extracts and transmits a sequence
of phonenes. It also transmits the
phoneme durations and a single pitch value

for each voiced phoneme in order to
Preserve the intonation in the input
speech. However, the phonetic analysis
and synthesis components of this vocoder
have been changed from that of the
experimental system. The basgic unit that
we have chosen for use in both the
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analyzer and synthesizer is the diphone.
A diphone is defined as the region from
the middle of one phoneme to the middle of
the next phoneme. The diphone |is a
natural unit for synthesis because the
coarticulatory influence of one phoneme
does not usually extend much further than
half way into the next phoneme. Since
diphone junctures are often at
articulatory steady states, minimal
smoothing is required between adjacent
diphones. Also, the difficult task of
representing phoneme transitions by
acoustic~-phonetic rules is avoided.

Below, we describe the diphone
synthesis and diphone analysis components
of the phonetic vocoder. At the present
time, both programs are being designed for
a single speaker.

3.1 Diphone Synthesis

Since the design of the analyzer
depends critically on the synthesizer
model, we shall discuss the synthesizer
first. Fig. 2 shows a block diagram of
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Fig. 2 Diphone Synthesis method.

the synthesis program. The
synthesizer [4) uses the

phonemes, durations and pitch values, to
produce a sequence of control parameters
(LPC parameters, voicing, pitch, gain,
cutoff frequency (5,61) for an LPC
synthesizer. These parameters are stored

phonetic
transmitted




in a
for
for

large inventory of templates - one
each diphone. A template contains,
each 10 ms frame, the LPC parameters
and a value of gain. The LPC parameters
are stored as Log Area Ratio (LAR)
parameters, since these are used directly
by the diphone synthesis program. The
diphone inventory has been selected to
account for many of the stronger
coarticulation effects in English. In
particular, the diphone template inventory
is chosen to differentiate between
prevocalic and postvocalic allophones of
sonorants, to account for changes in vowel
color conditioned by postvocalic liquids,
to allow exact specification of voice
onset time, and to permit the synthesis of
glottal stops, alveolar flaps, and
syllabic consonants. The diphone
templates are extracted from a carefully
constructed set of short utterances. The
current total diphone synthesis inventory
is approximately 2650 diphones.

The first step in the synthesizer 1is
to translate the input phoneme sequence
into a diphone sequence. In some cases,
there are multiple diphone templates for a
single phoneme pair. The template used is
determined by the surrounding phonetic
context. Each of the diphone templates is
warped in time so that the input phoneme
duration requirements are satisfied. The
time-warping takes into account the
relative inelasticity of the phoneme
transition region. Next, the program
smooths between consecutive diphone
templates to minimize gain and spectral
discontinuities. The smoothing algorithm
is designed to preserve the original
parameter tracks intact where possible.
Continuous pitch tracks are reconstructed
by linear interpolation of the sequence of
single pitch values, one for each phoneme.
The cutoff frequency and voicing flag for
each frame are determined by rule from the
phonemes being synthesized. The resulting
continuous parameter tracks (specified
every 10 ms) are used to control an LPC
speech synthesizer.

3.2 Diphone Analysis

The analyzer takes into account the
synthesis model by using a network of
diphone templates to recognize the

sequence of phonemes in the input speech.
The diphone network consists of nodes and
directed arcs. An example of a simple
network is shown in Fig. 3. There are two
types of nodes: phoneme nodes and
spectrum nodes. The phoneme nodes (shown
as labelled circles) correspond to the
midpoints of the phonemes; there is one
such node for each phoneme. These phoneme
nodes are connected by dighone templates.
Each diphone template s represented in
the network as a sequence of spectrum
nodes (shown as dots). When two or more
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Fig. 3 Example of Diphone Template Network
for Pour Phonemes.

consecutive spectra in the original
diphone template are very similar, they
are represented by a single spectrum node
in the network. The open dots indicate
the first spectrum node 1in the original
diphone template that 1is at or past the
labelled phoneme boundary. Note that, in
Fig. 3, the diphone template Pl-P2 is
distinct from the template P2-Pl. Also
note the possibility of diphones of the
type Pl-Pl. The network allows for two or

more templates going from one phoneme to
another (e.g., P2-Pl). Branching and
merging of paths within a template is also
allowed (e.g., P1l-P3). Finally, the
network allows the specification of
diphones in context. The node P4/4P3

represents the phoneme P4 followed only by
P3. Thus the template P2-P4/&P3 can be
different from the unconditioned template
P2-P4. The generation and training of the
network is discussed further in Section
3.3. The analyzer chocses the seqQuence of
templates that best matches the input
speech according to a distance measure.
Since the received speech 1is spectrally
close to the original it is hoped that
this procedure will suffer minimally from
phoneme recognition errors.

The network matcher
programming algorithm which
find the sequence of templates in the
network that best matches the input. The
basic operation of the program begins by
updating each *"theory" by the addition of
the newest input frame. A theory consists
of a detailed account of how a sequence of
input frames is aligned with the network,

uses a dynamic
attempts to




—————
along with a total score for that templates. In this wav, the network will
correspondence. Since the program allows eventually contain a variety of different
more than one input frame ¢to be aligned acoustic realizations for each diphone.
with a single spectrum node, each theory
is replaced by at least two new 4. SUMMARY
theories: one that corresponds to the new
input frame being aligned with the same We have described the initial
node as the previous frame, and one for experiments and current work leading to
each of the nodes immediately following the development of a very-low-rate
that most recent node. The program then phonetic vocoder that operates at around
discards all but the best n theories, 100 b/s. The diphone synthesizer for a
where n is fixed. single speaker is complete and, given the
correct phoneme sequence, produces highly
To decide on the phonemes to intelligible speech. An initial version
transmit, the program examines all the of the diphone analyzer has been designed
remaining theories after wupdating each and implemented, but will need extensive
theory with the newest input frame. If training before conclusions can be drawn.
all the theories have a common beginning,
the phonemes corresponding to this common Finally, once the analysis component
beginning are transmitted. At this early of the VLR vocoder is operating at a level
stage in the research, we find that of performance sufficient for intelligible
preserving a few hundred theories for each communications, it would also likely lead
frame essentially guarantees that the to the design of more advanced automatic
program will find the globally optimum speech recognition systems.
path through the network. As the template
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